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About This Book

This book is for anyone with a general background in mainframe operating systems
who is interested in learning about z/OS V1R3 DFSMS. This book describes the
primary functions and features that DFSMSdfp, DFSMSdss, DFSMShsm, and
DFSMSrmm provide within the z/OS operating system. It also introduces the major
elements of system-managed storage, an enterprise-based solution that combines
hardware, software, and installation-defined policies to enable a system to
automatically perform storage tasks that system administrators and users would
otherwise need to perform manually.

Referenced Publications
Within the text, references are made to other DFSMS™ books, as well as to books
of related products. The titles and order numbers of referenced publications in the
z/OS® library are listed in the z/OS Information Roadmap.

This book also references several publications produced by the International
Technical Support Organization (ITSO). ITSO books are often called redbooks. The
information contained in these redbooks has not been submitted to any formal IBM®

test and is distributed as is. The use of this information or the implementation of
any of these techniques is a customer responsibility and depends on the customer’s
ability to evaluate and integrate them into the customer’s operational environment.

Accessing z/OS DFSMS Books on the Internet
In addition to making softcopy books available on CD-ROM, IBM provides access to
unlicensed z/OS softcopy books on the Internet. To find z/OS books on the Internet,
first go to the z/OS home page: http://www.ibm.com/servers/eservers/zseries/zos

From this Web site, you can link directly to the z/OS softcopy books by selecting
the Library icon. You can also link to IBM Direct to order hardcopy books.

Using LookAt to look up message explanations
LookAt is an online facility that allows you to look up explanations for z/OS
messages, system abends, and some codes. Using LookAt to find information is
faster than a conventional search because in most cases LookAt goes directly to
the message explanation.

You can access LookAt from the Internet at:
http://www.ibm.com/servers/eserver/zseries/zos/bkserv/lookat/lookat.html

or from anywhere in z/OS where you can access a TSO command line (for
example, TSO prompt, ISPF, z/OS UNIX System Services running OMVS).

To find a message explanation on the Internet, go to the LookAt Web site and
simply enter the message identifier (for example, IAT1836 or IAT*). You can select a
specific release to narrow your search. You can also download code from the z/OS
Collection, SK3T-4269 and the LookAt Web site so you can access LookAt from a
PalmPilot (Palm VIIx suggested).

© Copyright IBM Corp. 1980, 2002 ix
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To use LookAt as a TSO command, you must have LookAt installed on your host
system. You can obtain the LookAt code for TSO from a disk on your z/OS
Collection, SK3T-4269 or from the LookAt Web site. To obtain the code from the
LookAt Web site, do the following:

1. Go to http://www.ibm.com/servers/eserver/zseries/zos/bkserv/lookat/lookat.html.

2. Click the News button.

3. Scroll to Download LookAt Code for TSO and VM.

4. Click the ftp link, which will take you to a list of operating systems. Select the
appropriate operating system. Then select the appropriate release.

5. Find the lookat.me file and follow its detailed instructions.

To find a message explanation from a TSO command line, simply enter: lookat
message-id. LookAt will display the message explanation for the message
requested.

Note: Some messages have information in more than one book. For example,
IEC192I has routing and descriptor codes listed in z/OS MVS Routing and
Descriptor Codes. For such messages, LookAt prompts you to choose which
book to open.

How to Send Your Comments
Your feedback is important in helping to provide the most accurate and high-quality
information. If you have any comments about this book or any other DFSMS
documentation:

v Visit our home page at:
http://www.storage.ibm.com/software/sms/smshome.htm

There you will find the feedback page where you can enter and submit your
comments.

v Send your comments by e-mail to:

– IBMLink from US: starpubs@us.ibm.com

– IBMLink from Canada: STARPUBS at TORIBM

– IBM Mail Exchange: USIB3VVD at IBMMAIL

– Internet: starpubs@us.ibm.com

Be sure to include the name of the book, the part number of the book, version
and product name, and if applicable, the specific location of the text you are
commenting on (for example, a page number or a table number).

v Fill out one of the forms at the back of this book and return it by mail or by giving
it to an IBM representative. If the form has been removed, address your
comments to IBM Corporation, RCF Processing Department M86/050, 5600
Cottle Road, San Jose, California 95193–0001, U.S.A.
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Summary of Changes

This book contains terminology, maintenance, and editorial changes. Technical
changes or additions to the text and illustrations are indicated by a vertical line to
the left of the change.

Summary of Changes for SC26-7397-01 z/OS DFSMS Introduction
This book contains information previously presented in z/OS Version 1 Release 1
DFSMS Introduction (SC26-7397-00).

New Information
This edition includes the following new information:

v Extend Storage Groups: With extend storage groups, you can set up groups
that can be used during extend processing if the currently allocated storage
group does not have sufficient space.

v Overflow Storage Groups: With overflow storage groups, you can set up
groups that can be used primary allocation if the non-overflow storage groups are
getting too full.

v Data Set Separation: With data set separation, you can spread critical data to
be spread over different physical control units (PCUs). This reduces the
possibility of lost data in case there is a PCU failure.

v Fast Subsequent Migration: With fast subsequent migration, data sets recalled
from ML2 tape (but not changed, recreated, or backed up) can be reconnected to
the original ML2 tape. This eliminates unnecessary data movement resulting from
remigration and reduces the need to recycle these tapes.

v Common Recall Queue: The common recall queue (CRQ) enables each host in
an HSMplex to add, scan, select, and remove recall requests from a common
queue. A host selecting a request from the CRQ can now process it as if the
request was its own. It enables optimization for priority and single-tape mounts,
and balances the recall workload across multiple processors. See “Recalling
Data Sets using the Common Recall Queue” on page 92.

v Data Set Backup by Command Function: With the data set backup
enhancements, up to sixty-four command data set backups, per DFSMShsm
image, are supported. Data sets can also be backed up directly to tape. A new
concurrent copy keyword can be used to notify you of completion when logical
end is received, allow you to override the management class concurrent copy
constructs, and to request concurrent copy for non-SMS data sets.

v Multiple Address Spaces for DFSMShsm: Multiple address spaces causes less
work per address space and less contention between functions, because each
SYSZTIOT resource serializes only functions in its address space. It enables
each address space doing some part of DFSMShsm’s work to have an
appropriate MVS dispatching priority for that type of work. It also provides a
larger number of tasks that perform any given DFSMShsm function, and
DFSMShsm functions that operate in more than one address space allow more
MIPs that are allocated to DFSMShsm functions.

v Multiple Object Backup storage groups: The Object Access Method (OAM)
component of DFSMSdfp has been enhanced to support multiple Object Backup
storage groups. This capability allows you to physically separate backup copies
of objects based on the Object storage group to which the object belongs. You
can direct your backup copies of objects to different removable media types
(optical or tape), based on the definitions for the target Object Backup storage
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groups that are to contain the backup copies. You can also make up to two
backup copies of objects. You can direct OAM to write the first and second
backup copies on the same removable media type or on different removable
media types by directing the backup copies to different Object Backup storage
groups. See ″Making Multiple Copies of Objects″ in Chapter 3.

Deleted Information
Chapter 5, ″Managing Programs with DFSMSdfp″ was deleted from this book. All of
the information in that chapter is included in z/OS MVS Program Management:
User’s Guide and Reference.

Library Changes for z/OS DFSMS Version 1 Release 3
You might notice changes in the style and structure of some content in this
book—for example, headings that are more task-oriented, notes with headings that
are more specific and clear in their intent, additional index entries for easier
information retrieval, and procedures that have a different look and format. The
changes are ongoing improvements to the consistency and retrievability of
information in our books.

xii z/OS V1R3.0 DFSMS Introduction



Chapter 1. Understanding the DFSMS Environment

This chapter gives a brief overview DFSMS and its primary functions in the z/OS
operating system. See the z/OS Planning for Installation for information on DFSMS
operating requirements. For DFSMS migration and coexistence information, see
z/OS DFSMS Migration.

DFSMS in the z/OS Operating System
DFSMS, formerly called DFSMS/MVS as a stand-alone product, is now an
exclusive element of the z/OS operating system. DFSMS is comprised of the
following functional components:

v DFSMSdfp™, a base element of z/OS

v DFSMSdss™, an optional feature of z/OS

v DFSMShsm™, an optional feature of z/OS

v DFSMSrmm™, an optional feature of z/OS

Together, these functional components make up the DFSMS family.

DFSMSdfp and the BASE Control Program (BCP) form the foundation of the z/OS
operating system where DFSMSdfp performs the essential data, storage, and
device management functions of the system.

The other members of the DFSMS family DFSMSdss, DFSMShsm,— DFSMSrmm
complement the functions of DFSMSdfp to provide a fully-integrated approach to
data and storage management. In a system-managed storage environment, the
components of DFSMS automate and centralize storage management based on the
policies your installation defines for availability, performance, space, and security.
With these optional features enabled, you can take full advantage of all the function
DFSMS offers.

Members of the DFSMS Family
This section describes the critical roles of each functional component in the DFSMS
family.

DFSMSdfp
DFSMSdfp provides the basis for the following functions:

Storage management
DFSMSdfp includes ISMF, an interactive facility that lets you define and
maintain policies to manage your storage resources. These policies help to
improve the use of storage devices and to increase levels of service for
user data, with minimal effort required from users. Storage management
subsystem (SMS) manages these policies for the operating system. You
can also use the NaviQuest tool under ISMF to help you migrate to SMS,
maintain your SMS configuration, and perform many testing,
implementation, and reporting tasks in batch.

Tape mount management
SMS provides a means for implementing tape mount management, a
methodology for improving tape usage and reducing tape costs. This
methodology involves intercepting selected tape data set allocations
through the SMS automatic class selection (ACS) process and redirecting
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them to a DASD buffer. Once on DASD, these data sets can be migrated to
a single tape or small set of tapes, thereby reducing the overhead
associated with multiple tape mounts.

Data management
DFSMSdfp helps you store and catalog information on DASD, optical, and
tape resources so that it can be quickly identified and retrieved from the
system. You can use the Catalog Search Interface, now part of
DFSMSdfp,to access the catalog.

Device management
DFSMSdfp is involved in defining your input and output devices to the
system and in controlling the operation of those devices in the MVS/ESA™

environment.

Distributed data access
Distributed data access allows all authorized systems and users in a
network to exploit the powerful features of system-managed storage, or
automated storage management provided by DFSMS. DFSMSdfp uses the
Distributed FileManager (DFM) to support remote access of z/OS data and
storage resources from workstations, personal computers, or any other
system on a SNA LU 6.2 network.

The Hierarchical File System (HFS) works in conjunction with z/OS UNIX®

to provide a full UNIX environment within the z/OS system. z/OS becomes
a full-feature UNIX client or server when coupled with the z/OS Network
File System (z/OS NFS) or Network File System R4 (pre-OS/390 V2.6 level
of Network File System). With HFS, z/OS programs can directly access
UNIX data. When the z/OS NFS client and z/OS UNIX are used together,
z/OS can act as a client and access data from any remote system,
including another z/OS or UNIX system that is connected using a TCP/IP
network served by a Network File System server.

For more information on the z/OS Network File System, see z/OS Network
File System User’s Guide. For the specific requirements on coupling z/OS
with Network File System R4, see DFSMS 1.3 Network File System
Customization and Operations Guide.

DFSMSdss
DFSMSdss provides the following functions:

Data movement and replication
DFSMSdss lets you move or copy data between volumes of like and unlike
device types. It can also copy data that has been backed up.

Space management
DFSMSdss can reduce or eliminate DASD free-space fragmentation.

Data backup and recovery
DFSMSdss provides you with host system backup and recovery functions at
both the data set and volume levels. It also includes a stand-alone restore
program that you can run without a host operating system.

Data set and volume conversion
DFSMSdss can be used to convert your data sets and volumes to
system-managed storage. It can also return your data to a
non-system-managed state as part of a recovery procedure.
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DFSMShsm
DFSMShsm provides the following functions :

Storage management
DFSMShsm uses a hierarchy of storage devices in its automatic
management of data, relieving end-users from manual storage management
tasks.

Space management
DFSMShsm improves DASD space usage by keeping only active data on
fast-access storage devices. It automatically frees space on user volumes
by deleting eligible data sets, releasing over-allocated space, and moving
low-activity data to lower cost-per-byte devices.

Tape mount management
DFSMShsm can write multiple output data sets to a single tape, making it a
useful tool for implementing the tape mount management methodology
under SMS. When you redirect tape data set allocations to DASD,
DFSMShsm can move those data sets to tape, as a group, during interval
migration.This greatly reduces the number of tape mounts on the system.
DFSMShsm uses single file format, which improves your tape usage and
search capabilities.

Availability management
DFSMShsm backs up your data—automatically or by command—to ensure
availability in the event of accidental loss of the data sets or physical loss of
volumes. DFSMShsm also allows the storage administrator to copy backup
and migration tapes, and to specify that copies be made in parallel with the
original. The copies can be stored on site as protection from media
damage, or off site as protection from site damage. Disaster backup and
recovery is also provided for user-defined groups of data sets (aggregates)
so that critical applications can be restored at the same location or at an
off-site location.

Full exploitation of DFSMShsm services in a DFSMS environment requires the use
of DFSMSdss for certain functions. You can also use the DFSMS Optimizer feature
to maximize your storage subsystem’s performance and minimize the storage
hierarchy’s costs. The Optimizer feature can also monitor and tune multiple
DFSMShsm address spaces in a Parallel Sysplex®.

See “Chapter 8. Understanding DFSMShsm” on page 75 and “Chapter 9.
DFSMShsm Facilities” on page 97 for more information.

DFSMSrmm
DFSMSrmm manages your removable media resources, including tape cartridges
and reels. It provides the following functions:

Library Management
You can create tape libraries, or collections of tape media associated with
tape drives, to balance the work of your tape drives and operators.

DFSMSrmm can manage the following devices:

v System-managed tape libraries, such as the IBM TotalStorage™

Enterprise Automated Tape Library(3494) and the IBM TotalStorage
Enterprise Automated Tape Library(3495).
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v Non-system-managed, or traditional, tape libraries, including automated
libraries which are not system-managed but are under Basic Tape Library
Support (BTLS) control.

Shelf Management
DFSMSrmm groups information about removable media by shelves into a
central online inventory, and keeps track of the volumes residing on those
shelves. DFSMSrmm can optionally provide shelf management for storage
locations used to vault tapes outside of the tape library.

Volume management
DFSMSrmm helps to manage the movement and retention of tape volumes
throughout their life cycle.

Data set management
DFSMSrmm records information about the data sets on tape volumes to
validate volume and data set information and to help maintain data integrity.
It can also control the retention of those data sets.

See “Chapter 10. Managing Removable Media with DFSMSrmm” on page 103 for
more information.

DFSMS Advanced Copy Services
Advanced Copy Services, running on the IBM Enterprise Storage Server (ESS),
consists of the following individual functions and enhancements:

v Remote copy, which consists of the following:

– Extended Remote Copy (XRC): XRC is a combined hardware and software
solution that offers the highest levels of continuous data availability in a
disaster recovery and workload movement environment. Offered on the ESS,
XRC provides an asynchronous remote copy solution, of both
system-managed and non-system-managed data to a second, remote
location.

– Coupled extended remote copy (CXRC) and Multiple Extended Remote
Copy (MXRC): CXRC and MXRC are designed to support large environments
that have an expanded number of primary storage controls and DASD
volumes, in excess of those supported by a single data mover configuration.

– Peer-to-Peer Remote Copy (PPRC): PPRC is a hardware solution to rapid
and accurate disaster recovery as well as a solution to workload and DASD
migration. Updates made on the primary DASD volumes are synchronously
shadowed to the secondary DASD volumes.

v FlashCopy: FlashCopy is a point-in-time copy services function that can quickly
copy data from a source location to a target location.

v SnapShot: SnapShot is a point-in-time copy services function that allows you to
snap (quickly copy) data directly from the source location to a target location.

v Concurrent Copy (CC): Concurrent copy is a copy services function that
generates a copy of data while applications are updating that data.

Many of these functions rely on the System Data Mover (SDM). The SDM is the
high-speed data transfer engine behind the Extended Remote Copy, SnapShot, and
Concurrent Copy functions. Peer-to-Peer Remote Copy does not rely on the SDM
for data movement.
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Additional DFSMS Features and Supporting Products
The following separately orderable features and products are also available to
complement DFSMS and its various functions:

DFSMS Optimizer Feature
Data Facility Sort (DFSORT)
Tivoli® Storage Manager for z/OS

DFSMS Optimizer Feature
The DFSMS Optimizer Feature is a separately orderable feature of DFSMS that
provides analysis and simulation information for both SMS and non-SMS data. The
DFSMS Optimizer Feature can help you maximize storage use and minimize
storage costs. It provides methods and facilities for you to perform the following
tasks:

v Monitor and tune DFSMShsm functions.

v Create and maintain a historical database of system and data activity.

v Perform in-depth analysis of the following elements:

– Management class policies, including simulations and cost-benefit analysis
using your storage component costs.

– Storage class policies for SMS data, with recommendations for placement and
simulation for cache and expanded storage.

– High I/O activity data sets, including recommendations for placement and
simulation for cache and expanded storage.

– Storage hardware performance of subsystems and volumes including I/O rate,
response time, and caching statistics.

v Fine-tune an SMS configuration, by helping you:

– Understand how current SMS policies and procedures are managed.

– Determine associated costs of current data management practices.

– Simulate potential policy changes and understand the costs of those changes.

v Produce presentation-quality charts.

The DFSMS Optimizer feature is not an optional feature of z/OS; if you are a z/OS
customer, order the standalone Optimizer product (5655-OPT).

For more information on the DFSMS Optimizer Feature, see DFSMS Optimizer
User’s Guide and Reference, or the DFSMS Optimizer home page at:
http://www.storage.ibm.com/optimizer

Data Facility Sort (DFSORT)
Data Facility Sort (DFSORT), a separately priced feature of z/OS, is a highly flexible
data processing tool that provides fast and efficient sorting, merging, copying,
reporting, and analysis of your business information. The following are a few of the
many tasks you can perform with DFSORT:

v Sort, merge, or copy files; including or excluding records, and reformatting
records.

v Analyze data and produce detailed reports using the ICETOOL utility or the
OUTFIL function. In addition, OUTFIL allows you to create different views of the
data and different reports with a single pass over the data.

v Adapt to the sorting and merging needs of different countries using DFSORT™’s
national language support.
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v Provide correct ordering of 2-digit years and transformation of 2-digit years to
4-digit years as part of IBM’s year 2000 solution.

For more information on DFSORT, see DFSORT Getting Started R14 or the
DFSORT web site at:
http://www.ibm.com/storage/dfsort/

DFSORT is a stand-alone product (5740-SM1) or an optional priced feature of
OS/390 Release 2 and higher.

Tivoli Storage Manager for z/OS
Tivoli Storage Manager for z/OS is a client/server storage management product that
provides administrator-controlled, highly automated, centrally scheduled,
network-based backup, archive and space management functions for workstations.

With Tivoli Storage Manager for z/OS, you can perform the following tasks:

v Automate backup and archive processing for distributed systems

v Provide hierarchical storage management for AIX® workstations and servers,
allowing you to migrate less-used files to a Tivoli Storage Manager server

v Incrementally back up z/OS UNIX file systems

v Centrally manage your diverse environment from an administrator interface on
TSO, AIX, and many other platforms

Tivoli Storage Manager for z/OS has a broad range of support for the following
Tivoli Storage Manager clients:

v AIX

v HP-UX

v LINUX

v Macintosh

v NetWare

v NUMA-Q DYNIX/ptx

v Silicon Graphics IRIX

v UnixWare

v Windows® 95, Windows 98, Windows NT®, and Windows 2000

v z/OS UNIX System Services

For more information on Tivoli Storage Manager for z/OS, see the Tivoli Storage
Manager support page at the following web site:
http://www.tivoli.com/support/storage_mgr/tivolimain.html
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Chapter 2. An Overview of System-Managed Storage

This chapter briefly discusses how DFSMS can help you manage your storage. It is
intended as a high-level overview. For a more detailed discussion of how each of
the DFSMS functional components can help you manage storage, see the
subsequent chapters in this book.

How DFSMS Can Solve Your Storage Problems
As your business expands, so do your needs for storage to hold your applications
and data, and the costs of managing that storage. Storage costs include more than
the price of the hardware, with the highest cost being the people needed to perform
storage management tasks. If your business requires transaction systems, the
batch window can also be a high cost. Additionally, you must pay for people to
install, monitor, and operate your storage hardware devices, for electrical power to
keep each piece of storage hardware cool and running, and for floor space to
house them. Removable media, such as optical and tape storage, cost less per
gigabyte (GB) than online storage, but require additional time and resources to
locate, retrieve, and mount.

To allow your business to grow efficiently and profitably, you want to find ways to
control the growth of your information systems and use your current storage more
effectively.

DFSMS components, together with IBM hardware products, and your
installation-specific requirements for data and resource management comprise the
key to system-managed storage in a z/OS environment. The components of
DFSMS automate and centralize storage management, based on policies your
installation defines for availability, performance, space, and security. The Interactive
Storage Management Facility (ISMF) provides the user interface for defining and
maintaining these policies, which the Storage Management Subsystem (SMS)
governs for the system.

Implementing Your Storage Management Policies
In a storage environment managed by the Storage Management Subsystem (SMS),
your enterprise establishes centralized policies for how your hardware resources
should be used. These policies balance your available resources with your users’
requirements for data availability, performance, space, and security. SMS
implements these policies and handles most of your storage management tasks.
This frees users from manual storage administration and makes more efficient use
of your storage resources.

The policies defined by your installation represent decisions about your resources,
such as:
v What performance objectives are required at your site?
v When and how to back up data?
v Whether data sets should be kept available for use during backup or copy?
v How to manage backup copies kept for disaster recovery?
v What to do with data that is obsolete or seldom used?

To implement a policy for managing storage, your storage administrator defines
classes of space management, performance, and availability requirements for data
sets at your installation. For example, the administrator can define one storage
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class for data entities requiring high performance and another for those requiring
standard performance. Then, the administrator writes Automatic Class Selection
(ACS) routines that use naming conventions, or other criteria of your choice, to
automatically assign the classes that have been defined to data as that data is
created. These ACS routines can then be validated and tested.

When the ACS routines are started and the classes (also referred to as constructs)
are assigned to the data, SMS uses the policies defined in the classes and applies
them to the data for the life of the data. Additionally, devices with various
characteristics can be pooled together into storage groups so that new data can be
automatically placed on devices that best meet the needs of the data.

DFSMS facilitates all of these tasks by providing menu-driven, fill-in-the-blank
panels with the Interactive Storage Management Facility (ISMF). ISMF panels make
it easy to define classes, test and validate ACS routines, and perform other tasks to
analyze and manage your storage. Many of these functions are also available in
batch through NaviQuest.

Managing Data Placement with the Storage Management Subsystem
SMS simplifies the allocation process in the following ways:

Use Templates to Simplify Allocation of Data Sets
The storage administrator provides standard models or templates, each with a set
of commonly used logical data set attributes that determine the data set’s
processing characteristics. This allows users to reference these templates when
creating data sets instead of having to continually re-specify frequently needed
attributes in JCL.

Place Data on Appropriate Storage Devices
DFSMS can select the type of storage device most appropriate for your data that is
based on criteria that you set. For example, you can create an image object, which
is a named stream of bytes that has no internal orientation. Then, DFSMS can
place the data on an appropriate tape volume, optical disk volume, or disk storage
volume (also called a direct access storage device or DASD). If you are defining a
data set, DFSMS can select an appropriate tape or DASD volume to hold the data.

Balance Use of DASD Volumes
You can balance the use of your DASD volumes and use them more efficiently by
allowing DFSMS to manage data placement. For example, DFSMS can help you
avoid situations in which one user group runs out of space and wastes system
resources by repeatedly migrating and recalling relatively active data, while another
user group has excess space that is either unused or used for data that is rarely
needed.

Optimize Use of Tape Media
DFSMS can help you optimize your use of tape media. Reports provide you with
the information you need to effectively implement IBM’s recommended tape mount
management methodology. Using tape mount management techniques, you can
write your ACS routines to redirect your tape allocations to DASD, then use the
DFSMShsm functional component to automatically move the data sets to tape as a
group. You use all of your tape cartridge’s capacity because the system places as
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many data sets on a single cartridge as possible. Compacting your data on tape
helps you fit more data on each cartridge, further reducing the number of needed
tape mounts.

With the pre-ACS interface available via SPE, tape management systems can
assist in determining when tape allocation requests are not candidates for DASD by
identifying those tape data sets which require movement to another location.

Another method of improving the utilization of your tape media is with the usage of
the IBM TotalStorage Peer-to-Peer Virtual Tape Server (PtP VTS).

Create Libraries of Tape Cartridges Associated with Tape Devices
With DFSMS, you can manage your tape drives more efficiently by creating storage
groups of tape cartridges that are associated with one or more pools of tape drives.
You can balance tape use across tape drives by creating automated or manual tape
libraries, or named collections of storage groups and tape devices. Tape libraries
and named collections of storage groups and tape devices also distributes the work
more evenly for operators. Associating tape cartridges with tape drives also helps
you ensure that tapes are mounted on adjacent devices.

Create Libraries of Optical Devices
You can manage your operator-accessible optical drives more efficiently by
grouping them and defining optical libraries using ISMF. These definitions are used
in conjunction with other SMS constructs, ACS routines, and the Object Access
Method (OAM), a part of the DFSMSdfp functional component, to manage the
object data. You can then use your definitions of automated optical libraries with
your definitions of pseudo optical libraries to more efficiently manage the placement
and migration of your object data.

Automate Your Tape and Optical Operations
You can increase the efficiency of your tape and optical operations by automating
your tape and optical libraries. An installation using DFSMS can have automated
and non-automated tape and optical libraries. In a tape library automated by an IBM
TotalStorage Enterprise Automated Tape Library (3494) or IBM TotalStorage
Enterprise Automated Tape Library (3495) or in an automated optical library, the
tasks of retrieving, storing, and controlling the mountable volume are performed
automatically, allowing volumes to be mounted and removed without human
intervention.

DFSMS can help you manage the movement and expiration of optical disks. With
OAM, re-writable optical disks in automated optical libraries can be automatically
reused when all the data has expired. When all the data expires on optical disks
that are not re-writable, the disks can be removed from the automated optical
library.

Virtual Tape Servers, Devices, and Volumes
You can reduce the number of physical cartridges, devices, and automated tape
libraries that are needed to store data by implementing an IBM TotalStorage
Peer-to-Peer Virtual Tape Server (PtP VTS). This virtual tape subsystem consists of
virtual tape devices, virtual tape volumes, tape volume cache (DASD), and
hierarchical storage management software.

Tape read and write commands are used for all I/O between the host and the virtual
tape subsystem. Data that is written to the PtP VTS is buffered in tape volume
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cache. The hierarchical storage management software later writes data to the tape
medium so that it is fully utilized. Because the data is buffered, writing to tapes is
faster as it is not delayed by tape mounts. For example, mounting of scratch tapes
is instantaneous when you are using a PtP VTS.

The PtP VTS addresses data availability, system availability, remote copy, and data
vaulting needs for the PtP VTS family. Virtual tape controllers exist between Multiple
Virtual Storage (MVS) hosts and the virtual tape servers to provide replication,
transparent tracking, and synchronization of the logical tape volumes. The PtP VTS
appears as one library image to the attached hosts. It provides multiple copies of all
tape data. It also supports an immediate or deferred copy option.

Import/Export
DFSMS supports the importing and exporting of PtP VTS tape data. For example,
PtP VTS tape data can be exported (physically ejected) from a virtual library for
routine storage management tasks such as, application migration, data interchange,
off-site vaulting, exterior (non-library) shelf storage, or disaster recovery.

Tape data on a logical volume can also be imported into a PtP VTS library or
reintroduced into a PtP VTS library. The latter operation is necessary for the reuse
of volume serial numbers.

Refer to z/OS DFSMS OAM Planning, Installation, and Storage Administration
Guide for Tape Libraries for detailed information on the importing and exporting of
PtP VTS tape data.

Manage Your Removable Media
You can use DFSMSrmm to manage your removable media at the shelf, volume,
and data set levels. Shelf locations can be assigned for volumes that are kept
available and for volumes that are stored at a vault for vital records or backups.

Tape operators can locate and mount tapes more easily because the drive display
and operator mount message tell the tape operator the shelf location of the volume
to be mounted. DFSMSrmm automatically records information about data sets on
tape volumes so that you can manage the data sets and volumes more efficiently.
When all the data sets on a volume have expired, the volume can be reclaimed and
reused. Data that is to be retained can optionally be moved to another location.

Managing Space
After a data set has been allocated, DFSMS continues to manage your storage to
make the most efficient use of your resources. The following sections describe what
you can do with DFSMSdfp and the DFSMShsm functional component.

Compress Data
DFSMSdfp supports data compression using the host hardware data compression
for sequential and Virtual Storage Access Method (VSAM) key- sequenced data
sets (KSDS). This lets you use your system buffers, I/O channels, and DASD more
efficiently. You can also use the IBM RAMAC® Virtual Array Subsystem to further
compress this data, as well as all other data in the subsystem.

Migrate Low-Activity Data
If you have data on your DASD that you do not use very often, DFSMShsm can
automatically move that data to other devices that might be slower but that also
cost less per megabyte. For example, DFSMShsm can move your low-activity data
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sets onto slower DASD or tape volumes. DFSMShsm also help you save on
storage costs by automatically compacting or compressing your low-activity data.
You can use OAM to move your low-activity objects onto slower DASD or optical
volumes.

Automatically Recall Migrated Data
Low-activity data that has been moved remains easy to access. DFSMShsm
automatically recalls it when you need it, using DFSMSdss, the same efficient data
mover that moved the data from its original volume. Whenever DFSMSdss moves a
data set to a new device, it automatically converts the data if the different device
type requires it. You can also use DFSMSdss to move data between devices of
different types or between system-managed volumes and non-system-managed
volumes, and DFSMSdss automatically converts the data if required.

Delete Expired Data Sets
You can assign a management class to SMS-managed data sets to indicate how
long they should be retained: for a specific number of days since creation, a
specific number of days not-used, or until a specific date is reached. DFSMShsm
automatically deletes eligible DASD data sets during its space management cycle
based on this management class specification. Using management class criteria
instead of a specific expiration date or retention period lets you change the
management class more easily and apply the change to all the data sets using that
management class. By using management class criteria in this way, whenever the
data set is accessed for output or update, you avoid an operator message
requesting update authorization.

Reclaim Wasted Space on DASD
DFSMShsm automatically deletes expired or temporary data on your DASD
volumes and lets you reuse that space for new data. DASD volumes holding more
active data or lower-activity data are managed in this manner. DFSMSdss
eliminates or reduces the fragmentation of free space.

Your installation can choose to have DFSMShsm automatically reclaim your excess
requested space once a day or choose to have DFSMSdfp reclaim excess
requested space each time a data set is closed.

Reclaim Wasted Space on Tape Volumes
When your DFSMShsm-owned tapes no longer contain a certain percentage of
valid data, you can have DFSMShsm transfer the valid data from multiple tapes
onto fewer tapes. Consolidating the data in this manner allows you to minimize the
amount of space on tape holding obsolete data.

DFSMS also identifies removable media volumes that you can reuse directly
because all the data on those volumes has expired. DFSMSrmm determines when
a cartridge in an automated tape library holds only expired data, so that the volume
can automatically be reused for new data.
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Managing Availability
DFSMS helps ensure that your data remains available by automatically backing up
your data according to the service levels you define. If your original data is
accidentally lost, you can replace your originals with backup copies. With DFSMS,
you can perform the following data availability functions:

v Automatically back up your DASD data

v Move your PPRC data more easily

v Use Remote Copy to prepare for disaster recovery

Automatically Back up Your DASD Data
DFSMShsm provides several automatic backup capabilities that work together. By
having DFSMShsm automatically back up any new or changed data, you can keep
your backups current but reduce how often you have DFSMShsm back up entire
DASD volumes. When you want to recover a data set or a volume, DFSMShsm
uses all sets of backups to provide you with the most current version.

Move Your Peer-to-Peer Remote Copy (PPRC) Data Easily with P/DAS
PPRC dynamic address switching (P/DAS) is a software function that provides the
ability to redirect all application I/O from one PPRC volume to another PPRC
volume with minimal application impact. P/DAS allows application-transparent
switching of I/O to support the following tasks:
v Planned outages (device or subsystem)
v Device migration
v Workload movement

P/DAS commands allow the system operator to redirect application I/Os that are
currently sent to the primary volume to go to the secondary volume of the PPRC
pair instead.

P/DAS operations are based on the PPRC functions of the 3990 Model 6 Storage
Control, and can be used in shared-DASD environments, including Parallel Sysplex
environments. Refer to z/OS DFSMS Advanced Copy Services for details on the
P/DAS function.

Prepare for Disaster Recovery with Remote Copy
Remote copy offers two options for your disaster recovery and workload migration
needs: extended remote copy (XRC) and peer-to-peer remote copy (PPRC). These
options address the problem of unrecoverable data that occurs between the last,
safe backup of a primary system to a recovery system and the time when the
primary system fails.

Extended Remote Copy (XRC)
XRC is a combined hardware and software solution that offers the highest levels of
continuous data availability in a disaster recovery and workload movement
environment. It provides an asynchronous remote copy solution offered on the IBM
Enterprise Storage Server (ESS) of both system-managed and
non-system-managed data to a second, remote location.

XRC relies on a high-speed data movement engine, the System Data Mover (SDM),
to efficiently and reliably move large amounts of data between storage devices.
XRC is a continuous copy operation, and it is capable of operating over long
distances (in conjunction with channel extenders). It runs unattended, without
involvement from the application users. If an unrecoverable error occurs at your
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primary site, the only data that is lost is data that is in transit between the time
when the primary system fails and the recovery at the recovery site.

Enhancements to XRC include Coupled Extended Remote Copy (CXRC) and
Multiple Extended Remote Copy (MXRC). CXRC and MXRC are designed to
support large environments. These environments have an expanded number of
primary storage controls and DASD volumes, in excess of those supported by a
single data mover configuration. For more information, see z/OS DFSMS Advanced
Copy Services.

Peer-to-Peer Remote Copy (PPRC)
PPRC is a hardware solution to rapid and accurate disaster recovery as well as a
solution to workload and DASD migration. PPRC is based on the 3990 storage
control and is limited to ESCON® distances, whereas XRC sites can be separated
by distances greater than those supported by ESCON.

Updates made on the primary DASD volumes are synchronously shadowed to the
secondary DASD volumes. With PPRC, no DASD data is lost between the last
update at the primary system and the recovery at the recovery site. Refer to z/OS
DFSMS Advanced Copy Services for remote copy details.

Prepare for Disaster Recovery with Aggregate Groups
DFSMS provides you with another solution for dealing with unrecoverable errors
through the aggregate group backup and recovery support (ABARS), which is a part
of the DFSMShsm functional component. ABARS is a tool that lets you define those
applications critical to your enterprise and back up each application as an entity. An
entity is defined as an aggregate group of related data sets that require concurrent
action. In the event of a disaster, you can use ABARS to restore critical applications
after restoring the base operating systems. Identifying and backing up only critical
data lets you reduce the total amount of data going off-site for disaster recovery.

You can define policies specifying how you want the aggregate copies to be
managed, such as how many copies of versions you want, or how long you want to
keep your extra versions, and then allow DFSMS to automatically implement those
policies. You can use DFSMSrmm to manage the movement of both ABARS and
DFSMShsm backup tapes. DFSMSrmm keeps track of where tapes are stored and
can provide you with a list of tapes you need to move off-site for storage or to
retrieve in case of an unrecoverable error. Note that automated tape libraries
facilitate the storage of disaster backup tapes, since data can be written on tape
devices in remote, unattended tape libraries. ABARS can also be used for
application transfer from one site to another. Host systems can act as disaster
recovery sites for each other when you use tape library partitioning support to set
up sets of tape libraries at different locations accessed by the host systems.

Perform Backups Easily and Nondisruptively
DFSMShsm performs its backup and recovery functions efficiently and effectively.
DFSMShsm uses DFSMSdss to quickly copy DASD data, automatically convert the
data for the new DASD or tape volume if necessary, and optionally compact the
backup copies to use less space. DFSMS can perform backup-while-open functions
for all CICS® VSAM file control data sets. When combined with a concurrent copy,
this avoids discarding invalid backups and provides a consistent copy of the data
for those data sets. Concurrent copy is very useful for key-sequenced data sets
(KSDS) and variable-length relative record data sets (VRRDS data sets). With a
concurrent copy, the backup can be performed nondisruptively, as DFSMS
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addresses the need for continuous availability, by allowing you to make consistent
backups or copies of DASD data while another program is using the data.

Access Data during Operating System or Hardware Outages
DFSMS can provide you with access to your data even during operating system or
hardware outages. For example, you can restore data from tapes when the
operating system is not functional. You can also maintain access to critical data sets
on DASD in case of device problems by allowing DFSMS to maintain dual copies of
your key DASD volumes.

Monitoring Your Policies
After you have established your installation’s service levels and implemented
policies based on those levels, you can use DFSMS facilities to see if your
objectives have been met. Information on past use can help you develop more
effective storage administration policies and manage growth effectively. Use the
DFSMS Optimizer feature to help you monitor, analyze, and tune your policies.

Monitor DASD Use
DFSMS provides the access method services DCOLLECT facility to examine DASD
volume usage, even if the volumes are not managed by the system, and to produce
a data set containing the results. Looking at the past history and growth of your
storage can help you decide when to add DASD volumes to accommodate future
growth. DCOLLECT produces an audit trail of which users have modified various
SMS constructs, extracts control information for data sets on DASD as well as
pertinent data about migrated and backed-up data from DFSMShsm control data
sets. This can then be used for billing or analysis.

Monitor Data Set Performance
DFSMS provides statistics in the system management facility (SMF) type-42 record
that you can use to analyze data set performance. I/O statistics are available for
both system-managed and non-system-managed data sets, providing information
such as the total number of I/O operations and the average I/O response time. The
DFSMS Optimizer feature uses these records to analyze and recommend changes
to optimize performance of data sets and volumes. DFSMS also provides a data set
performance metric, I/O delay, which provides for improved batch job analysis.

Additional statistics are also available for system-managed data sets residing on
DASD volumes connected with newer storage control units. These statistics include
the total number of I/O operations for data sets that are candidates for caching and
the number of I/O operations that actually used cache for those data sets. All of
these statistics are also available by storage class.

Decide when to Consolidate Free Space on DASD
DFSMShsm provides a reporting facility to help you decide when you want to
consolidate your data on DASD to eliminate or minimize free space fragmentation.
You can print a report that gives you information about your DASD, including how
much space is unused on each track, what percentage of space is unused, and
how many tracks are empty.

Set Policies for DASD or Tape
DFSMS reporting facilities help you set policies for placing or migrating data onto
DASD or tape. With the volume mount analyzer tool, you can print DFSMS reports
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on tape usage to obtain statistics about how often tapes are mounted or how often
tape data sets are used. These reports can help you decide which classes of data
you want to store onto DASD or tape and how long you want data to remain in
active storage before being moved.

Use Reports to Manage Your Removable Media
DFSMSrmm reporting facilities help you manage your removable media. These
reports help you keep track of where your tape volumes are and where they should
be moved, by providing you with information about your volumes, shelves, and tape
data sets. You can also audit use of your tape data by running security reports that
list all occasions when a protected tape data set has been accessed.
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Chapter 3. Managing Storage with DFSMSdfp

The DFSMSdfp functional component provides the Storage Management
Subsystem (SMS), which automatically assigns service requirements and attributes
to new data when that data is created. SMS automatically controls system storage
and decreases user concern about the physical characteristics of storage devices.

This chapter describes the attributes that can be assigned to data sets and objects
through the data class, storage class, management class, and storage group
constructs.

Using SMS Classes and Groups
Automatic class selection (ACS) routines assign classes to data, based on its
requirements and attributes, and select target storage groups.

Data Class Data definition parameters

Storage Class Availability and accessibility requirements

Management Class Data migration, backup and retention attributes

Storage Group List of candidate allocation volumes

Figure 1 shows the SMS classes and groups that are assigned to data. The
assigned classes and groups control the allocation, performance, and availability of:

v Data sets on DASD or tape volumes

v Objects on DASD, optical, or tape volumes

For a tape data set, the assigned classes and groups control the allocation, tape
recording technique, and automation of the data set. Not every attribute in each
class or group applies to every type of device, or to every type of data set.

DFSMSdfp provides the storage administrator with Interactive Storage Management
Facility (ISMF) menu-driven, fill-in-the-blank panels that the administrator can use to
define classes of user needs. For example, the administrator might define one
storage class for DASD data sets requiring high performance and another for DASD
data sets requiring standard performance. The administrator might define one

Figure 1. SMS and its Relationship to a Data Set
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storage class for objects requiring fast initial access response, which would place
the objects on DASD, or another with lower initial access response, which would
place objects on tape or optical media.

New data is automatically assigned to classes based on criteria that the storage
administrator selects, such as data naming conventions, and assigned to a storage
group of devices that can meet the data’s requirements. The values from the
assigned classes are then used to determine the space management, performance,
and availability requirements of the data for as long as the data exists.

In addition to these elements, the storage administrator defines aggregate groups of
data sets that the DFSMShsm functional component of DFSMS backs up together
to help you prepare for disaster recovery, application transfer, application archiving,
or data migration among new business partners.

For further information about classes, groups, and ACS routines, see the following
publications:

v z/OS DFSMSdfp Storage Administration Reference

v z/OS DFSMS: Implementing System-Managed Storage

Managing Data Set Attributes
Attributes, such as the expiration date or space requirements of a data set, can be
managed effectively with data classes. A data class is a collection of allocation and
space attributes, defined by the storage administrator, that are used to create a
data set. Most data class attributes also apply to non-SMS-managed data sets.

Users need not specify data class attributes; an installation can have data class
attributes assigned automatically based on the name of a data set. Any data
attributes explicitly specified in JCL or equivalent allocation statements (for example,
list or listing data sets generally have a low-level qualifier of LISTING) override
those assigned through a data class ACS routine.

Figure 2 on page 19 shows the data set attributes you can associate with a data
class.
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A storage administrator can define data classes to provide users with the following
benefits:

v Simplify JCL specification

v Use allocation defaults, specifying allocation values that make efficient use of
storage

v Specify when a data set should be allocated in extended format

v Allocate VSAM data sets using JCL, dynamic allocation, or the TSO ALLOCATE
command

v Retry data set allocations on new volumes when allocation fails due to space
constraints. Allocations are also retried when extending multivolume data sets to
new volumes

v Let the system determine how many buffers and which buffering algorithms to
use when a VSAM data set allocated in extended format is accessed using
nonshared resources (NSR) and batch programs

For example, you can designate certain tape data sets for compaction to make
more efficient use of the storage capacity of your tape cartridges. You can
designate sequential data sets for sequential data striping, which distributes data for
one data set concurrently across multiple SMS-managed DASD volumes, thereby
improving I/O performance and reducing the batch window; similarly, you can
designate that data for all VSAM data set types is striped across such volumes. You
can also specify extended addressability for VSAM extended format data sets, to
support data sets larger than 4 GB.

Record and Space Attributes

Volume and VSAM Attributes

Data Set Attributes

Key Length and Offset
Record Format
Record Length
Record Organization
Space (Primary, Secondary, Avg Rec, Avg Value)

Compaction
Control Interval Size
Dynamic Volume Count
Media Type and Recording Technology
Percent Free Space
Retention Period or Expiration Date
RLS Coupling Facility Cache Value
Share Options (Cross Region, Cross System)
Volume Count

Backup-While-Open
Block Size Limit
Data Set Name Type
Extended Addressability
Extended Format
Forward Recovery Log
Initial Load (Speed, Recovery)
Log and Logstream ID
Record Access Bias
Reuse
Space Constraint Relief and Reduce Space Up to %
Spanned/Nonspanned

Data
Set

Data
Class

Figure 2. Data Class Attributes
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Managing Performance and Availability
A storage class is a collection of performance goals and device availability
requirements defined by the storage administrator. SMS uses it to select a device
that can best meet those goals and requirements in terms of the performance of the
device, the amount of space available on the volume, and how available a data set
or object can be on that device.

Storage class availability and accessibility attributes are used with devices such as
the RAMAC Virtual Array, the 3990 Storage Control, and the 2105 Enterprise
Storage Server to provide a required level of service. When you define a storage
class with a specific service level, SMS attempts to ensure that a data set
associated with that storage class is allocated to the required hardware and that the
caching abilities of the 3990 Storage Control are maximized to deliver the required
service level. With the IBM 3990 Storage Control Model 3 or 6, when data is read
or written, the storage class attributes can provide dynamic cache management at
the data set level.

The storage class coupling facility (CF) caching attributes work with the CF to
provide record-level sharing (RLS) for VSAM data sets in a Parallel Sysplex. When
you define a storage class with a CF cache set name, data sets associated with
that storage class are eligible for RLS. At data set open, if RLS is to be used for
those data sets, they are cached in specific CF cache structures, or buffer pools,
defined to SMS. Any CF weights defined for the storage class are considered at
that time as well. CF weights are used to automatically determine the importance of
data and the amount of storage in the cache structure to assign to the data.
Storage classes with higher weight values are generally allocated more storage in
the cache structure than storage classes with smaller weights, thereby improving
performance.

Storage class is a required part of an active SMS-managed storage environment.
Data sets on SMS-managed DASD and optical volumes with an assigned storage
class are considered SMS-managed.

Figure 3 shows the attributes that can be associated with storage class.

Performance Objectives

Availability Objectives

Coupling Facility Caching Attributes

Direct Bias
Direct Millisecond Response
Initial Access Response
Sequential Bias
Sequential Millisecond Response
Sustained Data Rate

Accessibility
Availability
Guaranteed Space
Guaranteed Synchronous Write

Coupling Facility Cache Set Name
Coupling Facility Direct Weight
Coupling Facility Sequential Weight

Data
Set

Storage
Class

Figure 3. Storage Class Attributes
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By using the storage class attributes with ACS routines, your installation can
provide users with the following benefits:

v Specify performance requirements at the data set or object level

v Use SMS to make optimal use of storage, matching performance and availability
characteristics with user-specified needs

v Reduce necessity for user awareness of physical device characteristics

v Provide for the separation of physical device characteristics from a data set’s
logical requirements for performance, availability, and space

v Direct allocations to fault-tolerant devices, such as dual copy or RAMAC devices,
to keep critical DASD data sets continuously available

v Use the concurrent copy function and DFSMSdss to keep DASD data sets
almost continuously accessible while consistent backups or copies are made

v Use the sequential data striping function and request the sustained data rate that
is required. DFSMS determines the number of devices to meet the requirement.
Data for one data set is distributed and transferred concurrently for improved I/O
performance.

v Designate tape data sets for placement in tape libraries

v Use record-level sharing processing for VSAM data sets that have been assigned
to a coupling facility (CF) cache set

v Force allocation on one or more specific volume serial number

For more information on concurrent copy, see “Copying and Moving Data” on
page 65 . For more information on sequential data striping, see “Striping” on
page 36. For more information on record-level sharing for VSAM data sets, see
“Using VSAM Record-Level Sharing” on page 46.

Managing Space and Availability
A management class is a collection of management attributes defined by the
storage administrator. For data sets, these attributes control retention, migration,
backup, and release of allocated but unused space. For objects, the attributes
control retention, backup, and class transition. You can also use management
classes to define how your aggregate groups should be managed. DFSMShsm acts
on many management class attributes.

Figure 4 on page 22 shows the attributes that can be defined in a management
class.
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By using the management class attributes with ACS routines, your installation can
provide users with the following benefits:

v Provide migration, backup, and deletion at the data set or object level. This
enables the storage administrator to manage DASD, optical, and tape storage
more effectively and to satisfy user requests for space management and backup.

v Specify whether a DASD data set must be copied concurrently using concurrent
copy, should be copied concurrently if possible, or should be copied using normal
backup processing techniques.

v Specify whether backup copies of an aggregate group of data sets must be
backed up concurrently using concurrent copy, should be backed up concurrently
if possible, or should be backed up using normal backup processing techniques.

v Reduce the effort users and the storage administrator require for storage
management tasks.

See “Managing Space” on page 78 and “Managing Availability” on page 85 for more
information on how DFSMShsm implements your management class policies.

Managing Data Placement
A storage group is a collection of storage volumes and attributes defined by the
storage administrator. The storage administrator groups the volumes to meet a
specific service or business strategy. Allocating data to storage groups can exploit
the advantages of pooled volumes, improving your use of personnel and storage
resources.

Figure 4. Management Class Attributes
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Storage groups are also used to specify which SMS-managed volumes should be
processed by the DFSMShsm functional component of DFSMS and the systems on
which they should be processed. Figure 5 shows the storage group attributes.

By using the storage group attributes with ACS routines, your installation can
provide users with the following benefits:

v Simplify creation of objects and segregate objects into groups according to
customer usage and location within the storage hierarchy.

v Provide extended storage groups that can be used during extend processing if
the currently allocated storage group does not have sufficient space.

v Provide overflow storage groups that can be used during primary space
allocation if the non-overflow storage groups are getting too full.

v Allow data set separation so that critical data is spread over different physical
control units (PCU), thereby reducing the impact of PCU failure.

v Direct SMS to select volumes from storage groups for new data. For pool storage
groups, the storage thresholds of each DASD volume are taken into account

Pool Storage Group Attributes

VIO Storage Group Attributes

Dummy Storage Group Attributes

Tape Storage Group Attributes

Object Storage Group Attributes

Object Backup Storage Group Attributes

Allocation/Migration High Threshold
Allocation/Migration Low Threshold
Auto Backup
Auto Dump
Auto Migrate
Backup System Name
Dump Classes
Dump System Name
Extend Storage Group Name
Guaranteed Backup Frequency
Migrate System Name
Overflow
Storage Group Status
Storage Management Subsystem Volume Status
Volume List

Storage Group Status
VIO Maxsize
VIO Unit

Volume List

Library Names

Library Names
Cycle Start Time
Cycle End Time
Drive Start Threshold
Mark Volume Full on First Write Failure
OSMC Processing System
Qualifier
Volume Full Threshold

Library Names
Drive Start Threshold
Mark Volume Full on First Write Failure
Volume Full Threshold

Data
Set

Storage
Group

Figure 5. Storage Group Attributes
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during the selection process so that space usage can be balanced across
volumes within storage groups and DASD space can be used more efficiently.

For tape storage groups, the number of available scratch tape volumes in each
library is also taken into account during the selection process, so that the storage
resources can be balanced across storage groups.

v Simplify device installation and hardware configuration management. An
administrator can add or delete devices through the ISMF Storage Group
Application. An initial program load (IPL) is not necessary when making changes
to storage groups.

v Simplify data set allocation for users. When SMS uses ACS routines to
automatically direct new data sets to appropriate storage groups, users do not
have to provide unit and volume information during allocation.

v Improve the balance of I/O activity across devices.

When you allocate a new data set onto DASD, SMS selects an appropriate
device to hold the data set, based on the performance requirements specified in
the storage class for the data set, and based on the I/O activity of the devices in
the storage group. This enables SMS to balance I/O activity across devices in
the storage group. As a result, DASD performance becomes more consistent,
reducing the need for manual tuning.

There are several ways you can configure tape libraries to help you balance the
usage of tape drives and minimize the time it takes to locate and transport tape
volumes:

– You can have an IBM TotalStorage Enterprise Automated Tape Library (3494)
or an IBM TotalStorage Enterprise Automated Tape Library (3495) automate a
tape library, mechanically locating, retrieving, mounting, removing, and storing
tape cartridges.

– You can use a manual tape library, allowing you to group together tape drives
and tape volumes to create a library that can be system-managed from
remote locations. This allows faster response times for mount and remove
requests by tape operators, and provides more efficient use of tape storage
facilities.

– You can use stand-alone tape drives to handle requests against tape volumes
outside of the tape library environment.

v Implement the tape mount management methodology, using ACS routines to
redirect small tape allocations to DASD. DFSMShsm’s automatic interval
migration can then move these redirected DASD data sets to a single tape
cartridge and compact them. This improves tape usage and significantly reduces
tape mounts.

When data set stacking is used within a single job step, the system tries to
ensure that the stacked data sets are directed to the same media type
(SMS-managed DASD, SMS-managed tape, or non-SMS-managed media) as
that specified for the primary data set of the data set collection.

v Isolate application data for security or other business reasons.

Assigning Classes and Groups Using ACS Routines
You can use ACS routines to automatically determine the target storage group and
assign data classes, storage classes, and management classes to SMS-managed
data sets and objects. Data classes can be assigned to non-SMS-managed data
sets as well. Automatic class selection provides centralized control over data set
allocation on SMS-managed volumes. If SMS is activated, all new data set
allocations are subject to automatic class selection. You can test ACS routines in
batch through NaviQuest.
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The storage administrator writes an ACS routine for each of the three types of
classes and another ACS routine to assign the storage groups. These routines,
used together with the data class, storage class, management class, and storage
group definitions, and the base configuration, define your site’s SMS configuration.
The storage administrator stores the information on this configuration in a source
control data set (SCDS). See “Maintaining SMS Configurations” on page 27 for
information on how you can activate or change these definitions. Information
obtained from a parmlib member is used to assign the data class for OAM objects
being stored on tape volumes, and the ACS routines should not interfere with this
assignment.

Each time a new data set is allocated, SMS runs the ACS routines in the following
order:

1. The data class routine is run first and determines whether to assign a data class
to the data set.

2. The storage class routine is run next. If a storage class is assigned, the data set
or object is put under SMS control and is SMS-managed.

3. If data set or object is SMS-managed, then the management class routine is run
to assign a management class.

4. Finally, the storage group routine is run to determine candidate storage groups
for the SMS-managed data set.

The selection of specific classes and groups is based on information from JCL or
other allocation parameters. ACS routines can use parameters, such as data set
name, volume serial number, job name, data set size, and others, to assign classes
and groups to data sets.

If the pre-ACS interface is supported by tape management, additional information
such as vault destination of a tape data set may be available.

If you are allocating a data set on a tape cartridge in a tape library, the system
requests an available tape volume from a scratch pool and assigns it to the storage
group you specify. In an automated tape library, the tape is automatically selected
and mounted, then mechanically moved to a storage slot in the tape library. The
next time that tape is needed, the tape is automatically located, retrieved, and
mounted. The same tape volume allocation process takes place with the manual
tape library; however, the library operator must manually retrieve and mount the
tape on to the drive.

To implement the tape mount management methodology, write your storage class
and storage group ACS routines so that they redirect tape allocations to a pool
storage group. Since many tape allocations do not specify SPACE, you might also
need to write your data class ACS routine to assign a data class providing space
parameters to these data sets. DFSMShsm can automatically move the data sets
together to tape at a later time. To make the data sets immediately eligible for
migration to tape, define a management class that specifies 0 for the Level 1 Days
Non-usage attribute.

Figure 6 on page 26 shows a portion of a sample storage group ACS routine used
to assign very large data sets to the LARGE storage group and assign all other
data sets to the PRIMARY storage group. Individual installations can determine their
own standards for classifying data sets according to size. In Figure 6, data sets
greater than 200,000 kilobytes (KB) are classified as large data sets; data sets
smaller than those are placed in the primary storage group.
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Altering the Storage Class or Management Class of a Migrated Data
Set

You can use the access method services ALTER command to alter a migrated data
set’s storage class, management class, or both, without having to recall the data
set. This alter without recall function causes both DFSMShsm’s and catalog’s
records to be updated and kept in synchronization.

This function is intended to replace the function previously supplied by DFSMShsm
with the HALTER exec found in ARCTOOLS. The HALTER exec also invokes the
IDCAMS ALTER command.

Defining Aggregate Groups for Disaster Backup and Recovery
The storage administrator defines aggregate groups to enable the DFSMShsm
functional component of DFSMS to back up and recover groups of data sets that
require concurrent action. An aggregate group is a collection of data sets with
identical backup attributes (such as type of storage medium, retention period, or
destination) that have been pooled to meet a defined backup or recovery strategy. A
storage administrator might group related data sets that:

v must be processed together as a group

v are required to run a user application

v can be used for disaster recovery

v are being transferred from one site to another

Use the aggregate backup and recovery support (ABARS) tool along with the
aggregate groups you define to identify your enterprise’s critical applications and
back them up as an entity.

DFSMS lets you select a management class when you define an aggregate group
with the Aggregate Group Application. Backup copies of that aggregate group are
managed according to the aggregate group attributes you define for that
management class. This lets you use the same management class attributes for
multiple aggregate groups with the same management needs without having to
define aggregate group attributes for each aggregate group individually.

See “Utilizing Critical User Applications” on page 85 for more information on
managing your aggregate groups with DFSMShsm.

Figure 6. Example of a Storage Group Automatic Class Selection Routine
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Managing Objects
The Object Access Method (OAM) manages object data that can reside on DASD,
optical, or tape volumes.

Objects are named streams of bytes. There are no restrictions on the data in an
object because OAM does not recognize its content, format, or structure. For
example, an object can be a scanned image of a document or an engineering
drawing. Objects can be up to 50 MB in size. This size restriction applies to all
supported devices.

The storage administrator defines optical libraries and optical drives to be used in
processing objects within an optical storage environment, and relies on system
allocated tape drives to handle objects to be written to tape volumes. Objects are
assigned to object storage groups, and are directed to specific storage devices
(DASD, optical, or tape) depending on their performance requirements dictated by
an assigned storage class, data class, management class, and storage group.

You can have one primary copy of an object and up to two backup copies of an
object. OAM determines the number of backup copies of an object that are to be
made when OSMC expiration processing is done for an object’s storage group.
OAM proceeds to manage the objects within the object storage hierarchy (DASD,
optical, or tape) according to transition and retention criteria specified in the SMS
management class. For more information on multiple object backup support, see
z/OS DFSMS OAM Planning, Installation, and Storage Administration Guide for
Object Support.

You can use the SMF type-85 records created by OAM to analyze OAM activity
during object support.

Maintaining SMS Configurations
SMS manages DASD, tape, and optical disk storage according to the information in
the currently active configuration. It can also maintain information for the
management of CF locking and data caching, enabling record-level sharing for
VSAM data sets in a Parallel Sysplex environment.

An SMS configuration is composed of a set of data class, management class,
storage class, storage group, tape library, and optical library and drive definitions,
and the ACS routines that the storage administrator has defined to meet the needs
of the site. Additionally, the SMS configuration includes the aggregate group
definitions and the base configuration. The base configuration contains default
information, such as default management class and default device geometry, and
identifies the systems in the complex for which the subsystem manages storage.

The information that comprises an SMS configuration is contained in a source
control data set (SCDS). You can define multiple SCDSs to describe different
configurations. The configuration definition that is currently active is the current
active control data set (ACDS). Any other SCDSs are inactive.

You can use ISMF to define, alter, and display the contents of an SCDS. You can
also use ISMF to activate a new SMS configuration. Activating an SCDS causes its
contents to be copied to the current ACDS without interrupting processing or
disturbing inactive configuration definitions.
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Using SMS in a Multisystem Environment
You can use system-managed storage in a multisystem environment in which the
systems, or z/OS images, share a common SMS configuration. SMS is the system
focal point for initial and subsequent DASD space allocation. It balances allocation
across the volumes in storage groups for users and for DFSMShsm and DFSMSdss
functions, such as restore, recover, and recall.

You can specify up to 32 unique system names, system group names, or a
combination of both in your SMS configuration. This lets you support the following
configurations:

v More than eight systems in a JES3 SMS complex, where system group names
cannot be used

v System-level unique operations, such as VARY SMS commands, for more than
eight unique systems, system groups, or a combination of unique systems and
system groups

v More than eight unique system variations with regard to connectivity, status and
workload.

For example, you could have more object and object backup storage groups and
optical libraries, which cannot be shared between systems. You could also define
different storage group and volume connectivity for systems handling online
transaction processing, and for systems handling batch processing.

Shared SMS control data sets contain a common set of classes and storage
groups, ACS routines, and a base configuration that can be used consistently
across the systems in a multisystem environment.

A multisystem environment requires the use of a cross-system serialization program
to prevent the system from migrating data that is used on a system other than the
one on which migration is performed. In the z/OS environment, this function can be
accomplished by activating global resource serialization (GRS).

Defining a Coupling Facility for VSAM Record-Level Sharing
In order for DFSMSdfp to use the coupling facility (CF) for VSAM record-level
sharing (RLS), you must define one or more CF cache structures to z/OS and add
them to the SMS base configuration. You must also define a CF lock structure.

The system selects a CF cache structure for a data set based on the policy set by
the storage administrator. Cache structures are defined in the coupling facility
resource manager (CFRM) policy, used by z/OS to determine where to allocate
cache structures. Up to eight cache structures can be associated with a single CF
cache set, which is defined in the SMS base configuration. When a storage class
associated with a data set contains a CF cache set name, the data set is eligible for
record-level sharing and can be placed in a CF cache structure associated with the
CF cache set. The system selects the best cache structure within the cache set
defined for the storage class.

You can have up to 256 CF cache set definitions in the base configuration. Each
cache set can have up to eight cache structures defined to it, allowing data sets to
be assigned to different cache structures in an effort to balance the load. The CF
must have the same level of connectivity to systems using VSAM RLS as any
storage groups used by those systems. This is to ensure that jobs running in the
Parallel Sysplex have access to data in both the CF and the storage groups.
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You must also define a single, non-volatile CF lock structure, IGWLOCK00, to be
used to enforce VSAM RLS protocols and perform record-level locking. This lock
structure must have global connectivity to all systems using VSAM RLS, so that it is
accessible from all those systems.

The validity check function improves availability and recovery of CF lock structures
by verifying that there is enough space available to completely rebuild or alter a
lock structure. In addition, system-managed duplexing rebuild creates a duplex copy
of a lock structure in advance of any failure to reduce loss of data in the event of a
failure.

See “Using VSAM Record-Level Sharing” on page 46 for more information on
record-level sharing for VSAM data sets.

Migrating Data Sets to SMS-Managed Storage
ACS routines determine whether a new data set should be SMS-managed. The
storage administrator defines ACS routines to direct selected data sets to
SMS-managed volumes. With DFSMS, you can have your ACS routines direct your
data sets to SMS-managed tape or DASD volumes.

As the migration to SMS-managed storage proceeds, the storage administrator
modifies the routines to select more data sets to be SMS-managed. In this way,
migrating to SMS-managed storage can occur gradually, minimizing user
involvement and modifications to JCL or other allocation statements. You can also
use DFSMSdss to migrate existing data sets to SMS-managed storage without data
movement.

You can use NaviQuest to change and test ACS routines in batch. See z/OS
DFSMSdfp Storage Administration Reference for more information.

See z/OS DFSMS: Implementing System-Managed Storage for details about data
set migration.

Managing SMS Authorization
You can use RACF®, a component of the SecureWay Security Server for z/OS, to
control SMS resource protection at the user, group, and installation levels. Use
RACF to perform the following tasks:

v Authorize access to the SMS control data sets

v Authorize system managed storage maintenance functions

v Authorize use of management class and storage class, either through the RACF
RESOWNER value or through the data set allocator

v Define class defaults in the user and group profiles

v Authorize access to the class fields found in the user and group profiles

v Define the data set owner in the data set profile

v Authorize access to ISMF functions

For more information about RACF, see “RACF” on page 47.
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Interactive Storage Management Facility and SMS-Managed Storage
Interactive Storage Management Facility (ISMF) is a common interactive interface to
DFSMS that helps you analyze and manage data and storage interactively. ISMF
provides interactive access to the space management, backup, and recovery
services of the DFSMShsm and DFSMSdss functional components of DFSMS, to
the tape management services of the DFSMSrmm functional component, as well as
to other products. DFSMS introduces the ability to use ISMF to define attributes of
tape storage groups and libraries.

A storage administrator uses ISMF to define the installation’s policy for managing
storage by defining and managing SMS classes, groups, and ACS routines. ISMF
then places the configuration in an SCDS. You can activate an SCDS through ISMF
or an operator command.

Exception: Information provided by the SETOAM command on the CBROAMxx
parmlib member is used to establish and tailor object to tape support within an
installation. This information can override or supplement information obtained from
ISMF for an object being stored on to tape.

ISMF operates as an Interactive System Productivity Facility (ISPF) application. It is
menu-driven with fast paths for many of its functions. ISMF uses the ISPF 4.2 data
tag language (DTL) to give its functional panels on workstations the look of
common user access (CUA) panels and a graphical user interface (GUI).

ISMF Primary Option Menu for General Users
When you start a dialog, ISMF displays its primary option menu as shown in
Figure 7, which shows the menu for general users:

You can perform functions against data sets, DASD volumes, tape volumes, and
optical volumes. You can obtain information on the current definitions of SMS
classes, or on data sets, volumes, and DFSMShsm storage. You can display and

Panel Help
------------------------------------------------------------------------------

ISMF PRIMARY OPTION MENU - DFSMS V2R10
Enter Selection or Command ===>

Select one of the following options and press Enter:

0 ISMF Profile - Specify ISMF User Profile
1 Data Set - Perform Functions Against Data Sets
2 Volume - Perform Functions Against Volumes
3 Management Class - Specify Data Set Backup and Migration Criteria
4 Data Class - Specify Data Set Allocation Parameters
5 Storage Class - Specify Data Set Performance and Availability
9 Aggregate Group - Specify Data Set Recovery Parameters
L List - Perform Functions Against Saved ISMF Lists
R Removable Media Manager - Perform Functions Against Removable Media
X Exit - Terminate ISMF

Use HELP Command for Help; Use END Command to Exit.

Figure 7. ISMF Primary Option Menu for General Users
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manage saved lists, print saved or generated lists, or directly reuse lists saved in
the data set and volume applications. You can change profile data that controls
such things as error logging or JOB statement information.

For additional information on SMS and ISMF for general users, see z/OS DFSMS:
Using the Interactive Storage Management Facility.

ISMF Primary Option Menu for Storage Administrators
The storage administrator uses ISMF to specify the definitions required to run SMS.
Figure 8 shows the primary option menu for storage administrators.

Beginning with the primary option menu, ISMF provides you with dialogs for
accomplishing many storage management tasks. You can define your installation’s
policies for managing storage by defining, altering, deleting, and copying SMS
classes and groups and defining and managing ACS routines for DASD, optical,
and tape storage environments. You can display online DASD volume space usage
information, which you can use to change your SMS configuration so the system
manages your storage most efficiently. You can define, alter, display, and list optical
and tape libraries, optical drives, and the tape and optical volumes in the libraries.
You can display and manage saved lists, print saved or generated lists, or directly
reuse lists saved in the data set or volume applications.

In addition to ISMF, you can use the DFSMS Optimizer Feature, a separately
orderable feature of DFSMS, to analyze the proper settings for your SMS policies
and functions.

ISMF only displays storage location information for tape volumes. If you want
information about the data sets on tape volumes, use the DFSMSrmm ISPF dialog
or the DFSMSrmm TSO subcommands. If you want information about the contents
of tape volumes owned by OAM, use SQL Processing Using File Input (SPUFI).

Panel Help
------------------------------------------------------------------------------

ISMF PRIMARY OPTION MENU - DFSMS V2R10
Enter Selection or Command ===>

Select one of the following options and press Enter:

0 ISMF Profile - Specify ISMF User Profile
1 Data Set - Perform Functions Against Data Sets
2 Volume - Perform Functions Against Volumes
3 Management Class - Specify Data Set Backup and Migration Criteria
4 Data Class - Specify Data Set Allocation Parameters
5 Storage Class - Specify Data Set Performance and Availability
6 Storage Group - Specify Volume Names and Free Space Thresholds
7 Automatic Class Selection - Specify ACS Routines and Test Criteria
8 Control Data Set - Specify System Names and Default Criteria
9 Aggregate Group - Specify Data Set Recovery Parameters
10 Library Management - Specify Library and Drive Configurations
11 Enhanced ACS Management - Perform Enhanced Test/Configuration Management
C Data Collection - Process Data Collection Function
L List - Perform Functions Against Saved ISMF Lists
R Removable Media Manager - Perform Functions Against Removable Media
X Exit - Terminate ISMF
Use HELP Command for Help; Use END Command or X to Exit.

Figure 8. ISMF Primary Option Menu for Storage Administrators
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For additional information on SMS and ISMF for storage administrators, see z/OS
DFSMSdfp Storage Administration Reference.

Using the NaviQuest Tool for Batch
You can access the NaviQuest tool by using option 11 (Enhanced ACS
Management) from the ISMF Primary Option Menu for storage administrators. Use
NaviQuest to migrate to SMS and maintain your SMS configuration. NaviQuest also
offers code and tools to assist in SMS testing, implementation, and reporting.

With NaviQuest you can perform the following tasks:

v Automatically create test cases

v Run ISMF in batch mode using REXX EXECs

v Create reports using ISMF saved lists

v Create reports with DCOLLECT and VMA data

v Use ACS code fragments as models when creating your own ACS routines

v Create, modify, list, display or delete SMS configurations

v Add or delete volumes to storage groups

NaviQuest is part of DFSMSdfp. NaviQuest was developed specifically to be used
with the DFSMS Fast Implementation Technique (FIT) for system-managed storage.
Refer to z/OS DFSMSdfp Storage Administration Reference for more information.

See Get DFSMS FIT: Fast Implementation Techniques for information on using
DFSMS FIT.
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Chapter 4. Managing Data with DFSMSdfp

DFSMSdfp data management elements handle the organization and storage of data
in an environment with large real and virtual storage capabilities. These elements
perform the tasks of organizing and processing the data in a data set or object,
managing the placement of data sets or objects, and controlling access to data.

This chapter describes how DFSMSdfp data management elements are used to
create and maintain data sets, manage data sets and volumes, and control access
to data.

Creating and Maintaining Data Sets
DFSMSdfp provides several access methods for formatting and accessing data. An
access method defines the organization of the data in a data set and the technique
by which the data is stored and retrieved. DFSMSdfp access methods have their
own data set structures to organize data, macro instructions to process data sets,
and utility programs to manipulate data sets.

Do not confuse the DFSMSdfp access methods with the access methods of other
z/OS products, such as the Information Management System (IMS) access methods
HIDAM, SHIDAM, GSAM, and OSAM.

DFSMSdfp Access Methods and Associated Data Set Structures
Various access methods create different types of data entities and use different
techniques for accessing and storing data. In addition to the access methods
described here, DFSMS supports the basic direct access method (BDAM) and the
indexed sequential access method (ISAM) for compatibility with previous operating
systems. All DFSMSdfp access methods, except ISAM, support 31-bit addressing
for most or all macros and allow data buffers to reside above the 16 MB line.

Object Access Method (OAM)
OAM processes named byte streams (objects) that have no record
boundary or other internal orientation that the system maintains. These
objects are recorded either on DASD in a DB2® database, or on an optical
or tape storage volume. The maximum object size is 50 MB regardless of
which type of media is used.

For more information on installing, configuring, and operating OAM, refer to
the following publications:

v z/OS DFSMS OAM Planning, Installation, and Storage Administration
Guide for Object Support.

v z/OS DFSMS OAM Planning, Installation, and Storage Administration
Guide for Tape Libraries.

v z/OS DFSMS OAM Application Programmer’s Reference.

Virtual Storage Access Method (VSAM)
VSAM arranges records by an index key, by relative byte address, or by
relative record number. Data organized by VSAM is cataloged for easy
retrieval and is stored in one of four types of data sets.

For more efficient use of virtual storage, buffer pools can be shared among
all data sets except linear data sets, using globally or locally shared buffer
pools. When you use the local shared resources facility to obtain VSAM
buffers, you can specify VSAM hiperspace, which provides a high
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performance method for accessing expanded storage. When you specify
VSAM hiperspace, VSAM hiperspace buffers are located in expanded
storage to improve the processing of VSAM data sets. VSAM lets you
create buffers, user exits, shared resource pools, and some control blocks
in virtual storage above or below the 16 MB line.

DFSMS also supports record-level data sharing for VSAM data sets in a
Parallel Sysplex®, using the locking and caching features of the coupling
facility. See “Using VSAM Record-Level Sharing” on page 46 for more
information.

There are several types of VSAM data sets:

Key-sequenced data set (KSDS)
Contains records in order by a key field and can be accessed by
the key or by a relative byte address. If they are allocated in
extended format, these data sets can also contain compressed data
and can be larger than 4 GB.

Any VSAM key-sequenced data set allocated in extended format
must be cataloged in an integrated catalog facility (ICF) catalog. All
other VSAM data sets can be cataloged in an integrated catalog
facility.

Entry-sequenced data set (ESDS)
Contains records in the order in which they were entered and can
only be accessed by relative byte address.

Relative-record data set (RRDS)
Contains records in order by relative-record number and can only
be accessed by this number. Relative records can be fixed-length
or variable-length.

Linear data set (LDS)
Contains data that can be accessed as byte-addressable strings in
virtual storage; it contains none of the control information that other
VSAM data sets hold. Linear data sets must be cataloged in an
integrated catalog facility catalog. Linear data sets can also be
accessed using the z/OS data in virtual (DIV) access method.
VSAM record-level sharing (RLS) is not available for VSAM linear
data sets.

You can use the VSAM interface to access data in z/OS UNIX files. With
VSAM, the z/OS UNIX file is accessed as an ESDS.

Basic Sequential Access Method (BSAM)
BSAM arranges records sequentially in the order in which they are entered.
Records are stored in physical blocks and retrieved as requested. This is
called basic access. You can use BSAM with physical, sequential data sets
or members of partitioned data sets or partitioned data sets extended
(PDSE). BSAM data sets can be compressed and striped.

You can also use the BSAM interface to access data in z/OS UNIX files.
With BSAM, the z/OS UNIX file is accessed as if it were a single-volume,
physical sequential data set residing on DASD.

Queued Sequential Access Method (QSAM)
QSAM arranges records sequentially in the order in which they are entered.
QSAM collects records into blocks. This is called blocking. QSAM
anticipates the need for records based on their order, and, to improve
performance, reads these records into storage before they are requested.
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This is called queued access. You can use QSAM with physical sequential
data sets, or with members of partitioned data sets (PDSs) or partitioned
data set extended (PDSEs). QSAM data sets can be compressed and
striped.

You can use the QSAM interface to access data in z/OS UNIX. With QSAM,
the z/OS UNIX file is accessed as if it were a single-volume, physical
sequential data set residing on DASD.

Basic Partitioned Access Method (BPAM)
BPAM arranges records as members of partitioned data sets or PDSEs. A
partitioned data set or PDSE includes a directory that relates member
names to locations on the DASD volume, in order to retrieve individual
members.

Hierarchical File System
DFSMS provides access to enterprise data in an open system environment. You
can use the standard BSAM, QSAM, and VSAM access methods to access data in
hierarchical file system (HFS) files. The HFS data set contains the HFS file
structure. This structure is a framework of directories and HFS files called a file
system. The structure resembles a tree with subtrees, each consisting of a directory
and all its related files. The HFS files are identified and accessed by specifying the
path leading to them.

With DFSMS, z/OS UNIX manages HFS files, providing access to the data they
contain. You can use DFSMShsm and DFSMSdss to backup and recover the whole
HFS data set. In a sysplex environment the file system must be backed up on the
system that has done the mount. You can use the TSM OS/390 UNIX client to
provide backup and recovery for the individual HFS files within an HFS file system.

For BSAM and QSAM, the HFS file is accessed as if it were a single-volume,
physical sequential data set residing on DASD. For VSAM, the HFS file is accessed
as an ESDS. Since HFS files are not actually stored as physical sequential data
sets or ESDSs, some processing restrictions might apply, and certain macros and
services might have incompatibilities when HFS files are processed.

For more information on HFS refer to the following publications:

v z/OS DFSMS: Using Data Sets

v z/OS DFSMSdfp Advanced Services

v z/OS DFSMS Macro Instructions for Data Sets

v z/OS UNIX System Services User’s Guide

Extended Format Data Sets
Both SAM sequential data sets and VSAM data sets can be allocated in extended
format. An extended-format data set is allocated on system-managed DASD
attached to a controller supporting Extended Platform.

The following conditions are possible for data sets allocated in extended format:

v Compressing both sequential data sets and VSAM key-sequenced data sets

v Sequential data striping (BSAM and QSAM only)

v Selecting whether to use the primary or secondary space amount when
extending VSAM extended-format data sets to multiple volumes

v Supporting VSAM data sets larger than 4 GB
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v Using system-managed buffering for VSAM batch programs that access the data
sets in non-shared resources (NSR) mode

v Supports partial release for all VSAM data set organizations

Compressing Extended-Format Data Sets
Compression is a technique that is used to reduce the space that is required to
store data as well as improve buffering and caching, reduce channel utilization, and
reduce I/O rate. The compression feature exploits the processor compression
hardware if it is installed. If the hardware is not available, a programming equivalent
is used. In many cases, when the programming equivalent is used, the benefits can
affect processor time.

Both SAM and VSAM support a compression technique which uses Dictionary
Building Blocks (DBBs) to compress data. In DFSMS/MVS® 1.4, you can request
compression for SAM data sets that is specifically tailored to the data set, using the
COMPRESS(TAILORED) parameter in the IGDSMSxx parmlib member or the
COMPACTION attribute in the data class construct. Note that once they have been
compressed using tailored compression, these data sets cannot be accessed from
lower-level systems.

To be eligible for compression, the data set must be a system-managed data set
allocated as an extended-format data set. System-managed sequential data sets
accessed through the BSAM and QSAM access methods can be compressed; so
can the data component of a VSAM key-sequenced data set. IMS™ data sets are
not eligible for compression.

You request compression through the data class COMPACTION attribute. See z/OS
DFSMS: Using Data Sets for more information.

Striping
Striping gives you the option of distributing data for one data set across multiple
system-managed DASD volumes. By transferring data concurrently to or from
multiple devices, I/O performance can be improved and the batch window can be
reduced. Sequential data sets accessed through the BSAM and QSAM access
methods are eligible for sequential data striping. All VSAM data set types are also
eligible for striping.

See “Using SMS Classes and Groups” on page 17 for more information on data
class and storage class definitions that support sequential data striping.

Selecting Space Allocations on New Volumes
You can use the data class ADDITIONAL VOLUME AMOUNT attribute for VSAM
extended-format data sets to select the amount of space to be used when
extending to multiple volumes. Based on the value you specify, DFSMS uses either
the primary or secondary volume amount when extending the data set to multiple
volumes.

Extended Addressability
To allow VSAM data sets to contain more than 4 GB of data, DFSMS supports
extended addressability for system-managed VSAM data sets allocated as
extended format.

Sequential data sets that are not in extended format are limited in size to 65535
tracks per volume. Extended-format data sets can use all allocatable space or up to
123 extents per volume. With compression, an extended-format data set can hold
even more data.
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Using System-Managed Buffering for VSAM Batch Programs
You can let the system optimize buffering algorithms and buffer size for
extended-format VSAM data sets. The system selects buffering algorithms and
buffer sizes. These selections are based on the processing options and the data
set’s storage class attributes specified when the data set opens. You can override
those options by using the application management package (AMP) parameter.

VSAM Partial Release
When a program closes any type of VSAM data set that the program opened for
output, the system can attempt to release unused space at the end of the data set.
The system attempts this only if you request it by coding the RLSE subparameter of
the JCL SPACE parameter or by using a management class that has the partial
release attribute.

Data Management Macro Instructions
You can use macro instructions to create, maintain, and process all the data set
types supported by the access methods described in “DFSMSdfp Access Methods
and Associated Data Set Structures” on page 33. Macro instructions control data set
allocation, input and output, and data security.

For more information about the DFSMSdfp data management macro instructions,
see the following publications:
v z/OS DFSMS Macro Instructions for Data Sets
v z/OS DFSMSdfp Advanced Services

For more information about the OAM OSREQ macro instructions, see z/OS DFSMS
OAM Application Programmer’s Reference.

For more information about the CBRXLCS macro information, see z/OS DFSMS
OAM Planning, Installation, and Storage Administration Guide for Tape Libraries.

Open/Close/End-of-Volume Macros
The open, close, and end-of-volume macros establish an environment where
access methods can read data into buffers and return it to the correct location on
DASD or tape.

The open function mounts the correct DASD or tape volume, prepares the volume
for processing, and establishes a link between the system, the access method, and
your program. When your program has finished processing the data set, the close
function disconnects the link and removes the volume.

If an output data set on a DASD runs out of allocated space during processing, the
end-of-volume function uses direct access device space management (DADSM) to
allocate additional space. DADSM is described under “System Data Administration”
on page 43.

For DASD, end-of-volume can automatically switch to the next volume of a
multivolume data set and can verify any additional volumes to be mounted. When a
system-managed data set is extended to another volume, end-of-volume selects
another volume within the same storage group.

Checkpoint and Restart Functions
Checkpoint/restart functions can be used to establish checkpoints during a program
and to restart the job at a checkpoint or at the beginning of a job step.
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A checkpoint is a designated point in the program at which information about the
job is collected and recorded in a separate checkpoint data set. This information
includes the contents of the program’s virtual storage area and some related
system control data. If the job fails, for example, or produces unusual output, the
information in the checkpoint data set can be retrieved and the job restarted directly
from this checkpoint.

z/OS lets you restart a job automatically, with permission from the operator, or defer
the restart until the job is resubmitted. In either case, you can restart from the
checkpoint or from the beginning of the unsuccessful job step, avoiding the
time-consuming process of rerunning the entire job from the beginning.

Checkpoint/Restart is not supported for extended-format data sets or PDSEs.

For more information about checkpoint/restart, refer to the following publications:

v z/OS DFSMS Checkpoint/Restart

v z/OS DFSMS: Using Data Sets

Data Management Utilities
You can use the following data management utility programs to perform a variety of
tasks, such as moving or copying data.

v Access method services, also known as IDCAMS, creates and maintains
VSAM data sets. With access method services, you can:
– Define VSAM data sets
– Define and build alternate indexes
– Back up and restore VSAM data sets
– Copy data sets
– Print the contents of data sets
– Delete data sets
– Collect information about data sets
– Examine the structural consistency of VSAM key-sequenced data sets
– Control DASD cache
– Diagnose catalog errors
– Define system-managed libraries and volumes
– Define extended addressability for an extended-format VSAM data set to

support a data set size greater than 4 GB

v IEBCOMPR compares logical records in sequential or members of partitioned
data sets, usually to verify the accuracy of backup copies.

v IEBCOPY copies and merges partitioned data sets and PDSEs and loads and
unloads data to a sequential data set (tape or DASD). (The DFSMSdss DUMP
and RESTORE commands can also be used to unload data to and reload data
from a sequential data set.) IEBCOPY can also be used to alter RLD counts and
to copy and reblock load modules. It will automatically convert load modules into
program objects, or program objects into load modules, if the different formats of
the input program library and output program library require this conversion.

v IEBDG creates a pattern of test data for aid in debugging programs.

v IEBEDIT edits jobs and job steps into a single output data set.

v IEBGENER copies records from a sequential data set or converts sequential
data sets into members of partitioned data sets. IEBGENER can also reblock and
edit data sets. You can use DFSORT’s ICEGENER utility as a more effective
replacement for IEBGENER.

v IEBPTPCH punches or prints records from sequential or partitioned data sets.
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v IEBUPDTE changes source language statements in sequential or partitioned
data sets. IEBUPDTE can create and update program libraries and change data
set organization between sequential and partitioned.

v IEHINITT labels tapes in stand-alone devices and automated tape libraries.

v IEHLIST lists entries in catalogs, partitioned data set or PDSE directories, or
volume tables of contents (VTOCs).

Besides these utilities, DFSMS also supports the IEBISAM, IEHMOVE, and
IEHPROGM utilities for compatibility with previous operating systems.

For more information on the access method services commands refer to z/OS
DFSMS Access Method Services.

For more information on the data management utilities, refer to z/OS DFSMSdfp
Utilities.

Character Data Representation and Data Conversion
Whenever you send textual (character) data, it is represented at the machine
internal level by binary code—code which can vary among computer platforms and
international languages. This can complicate how computer systems work together,
especially in client/server scenarios where computer platforms are different, and in
international network communications with multi-language configurations, where
countries use different code pages.

To help ensure that character data is correctly represented and, if necessary,
converted when you move data across computer platforms and international
languages, DFSMS supports character data representation and conversion.

Data is represented by means of a Coded Character Set Identifier (CCSID). The
CCSID is supplied by the user. For example, in a CCSID you identify the character
data’s encoding scheme, and which character sets and code pages are used. On
DFSMS/MVS 1.5, data conversion is supported by BSAM and QSAM when using
ISO/ANSI Version 4 tapes for data interchange with non-390 systems. Conversion
can also be suppressed when required.

For more information on character data representation and conversion, refer to
z/OS DFSMS: Using Data Sets.

Managing Data Sets and Volumes
To manage the storage and placement of data sets, DFSMSdfp uses catalogs and
volume tables of contents (VTOCs). DFSMSdfp also provides functions for
managing data and storage, for gathering storage information, for sharing PDSEs,
and for using VSAM RLS.

Cataloging Data Sets
A catalog describes data set attributes and records the location of a data set so that
the data set can be retrieved without requiring the user to specify the data set’s
location. Multiple user catalogs contain information about user data sets, and a
single master catalog contains entries for system data sets and user catalogs.

Most installations depend on the availability of catalog facilities to run production job
streams and to support online users. For maximum reliability and efficiency, all
permanent data sets should be cataloged.
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Improving Catalog Performance
You can improve the performance of catalogs by placing the catalog in a data
space cache. This improves the performance of the retrieval of catalogs by avoiding
I/O to DASD and improves performance of shared catalogs.

More than one catalog can have data sets residing on the same volume. See z/OS
DFSMS: Managing Catalogs for more information.

Considerations for a Multisystem Environment
If you share data or catalogs with lower-level systems, you must apply program
temporary fixes (PTFs) to prevent data contamination and catalog damage. See
z/OS Program Directory for details on which PTFs are required.

Cataloging Tape Libraries and Volumes
Tape libraries and the volumes they contain must be cataloged in a volume catalog.
A volume catalog is user catalog that can only contain entries for tape volumes and
tape libraries. You can use access method services to define and maintain a
volume catalog the same way you define and maintain any catalog, except that you
cannot define aliases to a volume catalog.

There are two categories of volume catalogs: general and specific. Each system
can have access to only one general volume catalog but can have access to many
specific volume catalogs. A general volume catalog contains all the entries that
define tape libraries as well as entries for tape volumes that are not cataloged in a
specific volume catalog. Specific volume catalogs contain a specific group of
volume entries based on the tape volume serial number.

A library entry contains information about a particular tape library, such as the name
of the library and the number of empty slots in the library. There is exactly one
library entry for each tape library. Library entries can only reside in the general
volume catalog; they cannot reside in specific volume catalogs.

A volume entry contains information about a particular tape volume, such as the
volume serial number, library name, and storage group name. There is exactly one
volume entry for each tape volume.

Exception: A tape volume can have two storage group names that are associated
with it. System-managed OAM tape volumes that contain objects can have both an
object or object backup storage group name and a tape storage group name that
are associated with them. The catalog entry contains information that concerns only
the tape storage group name. Information concerning the object or object backup
storage group name that is associated with the tape volume is kept in a DB2 table.

Using Catalogs
You can use the access method services utility to create, maintain, back up, and
recover catalogs. The multilevel alias facility improves performance of catalog
selection by allowing you to define an alias that consists of multiple data set name
qualifiers.

Access Method Services Tasks for Catalogs
You can use access method services to create and maintain integrated catalog
facility catalogs. With access method services, you can perform the following tasks:
v Create catalogs
v Define catalog entries
v Alter catalog characteristics
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v Diagnose catalog errors
v Delete catalog entries
v Copy or merge catalog entries
v Back up catalogs
v Lock catalogs
v Recover catalogs
v List the entries in a catalog
v Examine the structural consistency of a catalog.

For information on the access method services commands and their parameters,
see z/OS DFSMS Access Method Services.

Catalog Backup and Recovery
Access method services commands are available to copy an ICF for backup and to
recover the backup copy if necessary.

A catalog can be recovered with minimal impact on the surrounding subsystems.
Subsystems like IMS and CICS that are oriented to a facility catalog do not have to
be quiesced or terminated when the catalog must be recovered. DFSMSdfp
automatically reorients the subsystems to the catalog after recovery.

Integrated catalog facility catalogs can be locked during the recovery period. This
permits restricted access to the catalog so that recovery personnel can update the
recovered catalog to the point at which a problem occurred or validate it while it
remains inaccessible to other users. To lock a catalog, you must either have RACF
or code an z/OS system authorization facility (SAF) router exit routine. For further
information on catalog backup and recovery, see z/OS DFSMS: Managing Catalogs.

Catalog Selection
You can control catalog selection by defining aliases for user catalogs. When a user
defines a new data set or accesses an existing data set, the system uses the
high-level qualifiers of the data set name to select the required user catalog. With
the multilevel alias facility, you can define aliases of up to four qualifiers. For more
information, see z/OS DFSMS: Managing Catalogs.

Sysplex Catalog Alias
All systems in a sysplex can use the same master catalog without JCL changes
being required depending on which system a job runs.

In a sysplex environment with a shared master catalog, you can have an alias on
one system use a different catalog than the same alias uses on another system.
For example, you can have an alias name of IMSCAT use the user catalog
IMS.PRODCAT on System A and IMS.TESTCAT on System B. (This is possible
because of a system-specified variable for the user catalog name in the alias
definition.)

The specific user catalog name is resolved differently on each system. On each
system, the system-specified variable is set by the SYMDEF parameter in the
LOADxx parmlib member.

For non-VSAM data sets symbolic substitution also allows a single alias name to
refer to different data set names on different systems. For example, an alias name
of SYS1.PL1LIB can resolve to SYS1.R4PL1LIB on System A and SYS1.R5PL1LIB
on System B. This is possible by the use of a symbolic value for the data set in the
alias definition.
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The specific data set name is resolved differently on each system. For more
information on using symbolic substitution for user catalogs and non-VSAM data
sets, see z/OS DFSMS: Managing Catalogs.

Enhanced Catalog Sharing
You can use the coupling facility to facilitate catalog sharing in a sysplex
environment with the use of the enhanced catalog sharing method. You can use
system symbols as part of an alias entry, which permits each member of the
sysplex to resolve the alias to a different data set name or catalog.

You activate the enhanced catalog sharing method through the use of the MODIFY
CATALOG operator command. For more information on the operator command and
parameters, see z/OS DFSMS: Managing Catalogs.

The integrity of the shared catalog is maintained by the use of a cache structure
within the coupling facility. When all systems have access to the coupling facility,
this eliminates a RESERVE, RELEASE, and I/O operation against the VVDS for
each shared catalog request. See z/OS DFSMS: Managing Catalogs for details on
using enhanced catalog sharing.

Virtual Input/Output Data Sets
Temporary data sets can be handled with a function called virtual input/output (VIO).
When your program needs temporary data sets defined with a VIO unit name, they
are dynamically allocated in 4 KB physical blocks on the system’s paging data sets.
VIO stores an image of the tracks in virtual storage.

The advantage of virtual I/O data sets is that they eliminate some of the data
management and I/O device overhead usually associated with temporary data sets.
VIO uses DASD space more efficiently, and, because the I/O is handled by the
paging mechanism of the system, it can be balanced with other I/O operations.

VIO data sets can be used with the BPAM, BSAM, QSAM, BDAM, and EXCP
access methods. SMS can direct SMS-managed temporary data sets to VIO
storage groups. Recovery processing is consistent with other kinds of temporary
data sets, but VIO data sets are not eligible for deferred restart. PDSEs and VSAM
data sets are not eligible for VIO.

Volume Table of Contents
A volume table of contents (VTOC) is a data set that resides on a DASD volume
and describes the contents of that volume. The VTOC is composed of data set
control blocks (DSCBs) that describe either the type and location of data sets on
that volume or contiguous areas of unassigned space on the volume.

A VTOC can be indexed by a VTOC index data set residing on the same volume.
The VTOC index provides direct access to the correct DSCB and manages free
space information so that the number of I/O operations needed to obtain or release
space on the volume is reduced. System-managed volumes require indexed
VTOCs.

You can use the Device Support Facilities program, also known as ICKDSF, to
create an indexed VTOC, convert an existing VTOC to indexed VTOC format, or
expand a VTOC. You can use ISMF to generate a list of data set names from the
VTOC. DFSMS supports both indexed and nonindexed VTOCs.
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ICKDSF is included in the base z/OS offering. It is also a separately-orderable
program (5655-257). For more information on ICKDSF, see ICKDSF User’s Guide
and Reference. For more information on the structure of the VTOC and its index,
see z/OS DFSMSdfp Advanced Services.

System Data Administration
Certain components can be used to modify the data management capabilities of the
operating system:

Direct Access Device Space Management (DADSM)
DADSM controls space allocation and deallocation on DASD volumes.
Although DADSM provides exit routines to help you control space allocation
and enforce installation standards, you can improve storage management
by using automatic class selection routines instead of the exits.

Execute Channel Program (EXCP)
You use the EXCP access technique to establish your own system for
organizing, storing, and retrieving data. EXCP lets you tailor your data
organization based on device characteristics, but such tailoring generally
requires more work than using regular access methods and produces
device type dependencies that might cause problems when migrating to a
different device type. For further information, see z/OS DFSMSdfp
Advanced Services.

Disaster Recovery and Application Migration
Extended remote copy (XRC) is a combined hardware and software solution for
disaster recovery and workload movement.

Using Remote Copy for Disaster Recovery
XRC is the optimal performance choice for shadowing your critical application
volumes to a remote storage subsystem. XRC automatically sends copies of
updated data to a remote recovery system with almost no impact to application
system operations. To implement remote copy, an installation establishes two
systems: an application system at one location and a remote recovery system at
another location. Each system has specific DASD that handles data that you have
identified as remote copy-managed.

Once established, remote copy makes changes to your data on the remote DASD
subsystem as you make those changes at your application location. If your
application system fails, recovery involves a takeover by the recovery system, which
may be located miles from your application system.

Using Remote Copy for Workload Migration
Although the primary purpose of extended remote copy is recovering data in the
event of an unrecoverable error, XRC is also an efficient tool for moving, or
migrating, data from one set of DASD volumes to another set with minimal impact
to applications.

For more information, see z/OS DFSMS Advanced Copy Services.
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Backup, Recovery, and Space Management
ISMF helps you analyze and manage both data and storage interactively, using the
following space management and backup and recovery functions provided by the
DFSMSdss and DFSMShsm functional components of DFSMS.

DFSMSdss DFSMSdss lets you copy, move, dump, and restore
data sets and volumes for backup and recovery.
DFSMSdss also relocates data set extents on a
DASD volume to reduce or eliminate space
fragmentation. It then prints a report about free
space and other volume statistics to help you
determine when to compress volumes or data sets
and recover unused space. When your data resides
on a DASD volume that supports the concurrent
copy function, DFSMSdss can make a consistent
backup or copy of your data while an application
program uses your data concurrently. For more
information on DFSMSdss, see “Chapter 7.
Understanding DFSMSdss” on page 65.

DFSMShsm DFSMShsm lets you migrate data sets to different
levels of storage according to how frequently they
are needed. DFSMShsm also assists in backing up
and recovering data sets and managing space on
DASD volumes. If you are operating in an active
SMS environment, DFSMShsm provides backup
and space management services defined by the
management class and storage group attributes
and the automatic class selection routines. For
more information on DFSMShsm, see “Chapter 8.
Understanding DFSMShsm” on page 75.

The ISMF aggregate group application allows the
storage administrator to control DFSMShsm
processing for the backup and recovery of groups
of data sets that require concurrent action. See
“Defining Aggregate Groups for Disaster Backup
and Recovery” on page 26 for details.

DFSMSrmm DFSMSrmm lets you move tape volumes between
system-managed libraries and DFSMSrmm storage
locations, and manage the retention of data sets
and volumes.

DFSMSdfp Callable Services
DFSMSdfp allows your programs to use the services of the DFSMS Attribute
Service. These services can be called by user programs written in assembler
language and in the high-level languages supported by Systems Application
Architecture (SAA®).

The DFSMS Attribute Service supports these callable system services:

IGWABWO You can use this service to read, set, and reset some fields for
system-managed VSAM data sets in order to allow CICS VSAM
File Control data sets to be backed up while they are open for
update.
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If you do not stop or quiesce an application to create backup copies
of data sets that are open, the backups you create contain data that
might be changing during the duration of the backup and, unlike
concurrent copy, is not an image of the data at the time the backup
is started. To prevent invalidation of backups of VSAM KSDSs due
to control interval or control area splits, or addition of data at the
end of the data set during the backup, use backup-while-open
processing with concurrent copy.

IGWARLS You can use this service to get information for a system-managed
CICS VSAM sphere for which RLS attributes have been defined.
IGWARLS tells you if the sphere was defined as recoverable, and
whether recovery is pending. The recoverable/non-recoverable
attribute of a data set determines whether CICS performs logging
for it, and what level of sharing is allowed among applications
seeking access to the data set.

IGWASMS You can use this service to determine if a data set is
system-managed. If the data set is system-managed, IGWASMS
returns the names of any related SMS classes and indicates
whether the data set is a PDSE.

IGWASYS You can use this service to determine the version, release, and
modification level of DFSMS and the status of SMS on your
system.

IGWLSHR You can use this service to determine the DFSMSdfp share
attributes currently in use on the system. You can use this service
to optimize PDSE access protocols. With support for concurrent
sharing of a PDSE for output between multiple z/OS systems, you
can open a PDSE for OUTPUT for an extended period without
locking out other INOUT or OUTPUT sharers of the PDSE.

For more information on DFSMSdfp callable services, see z/OS DFSMSdfp
Advanced Services.

Collecting Storage and System Information
The access method services DCOLLECT command lets you collect information
about data sets, volumes, and DFSMShsm-owned storage. With DCOLLECT, you
can obtain information about space use, data set attributes, data sets residing on
selected volumes and storage groups, volume statistics and information. You can
also collect information for data sets migrated and backed-up by DFSMShsm and
information and statistics for volumes and tapes managed by DFSMShsm to help
you with both DASD and tape capacity planning. DCOLLECT provides the following
information about your SMS configuration: construct attributes, SMS volume details,
SMS base configuration, aggregate groups, optical drives and libraries, cache
names, and ACS accounting information.

You can run DCOLLECT through ISMF. For more information on DCOLLECT, see
the following publications:

v z/OS DFSMS Access Method Services

v z/OS DFSMSdfp Storage Administration Reference

v MVS/ESA SML: Managing Data
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Sharing PDSEs Among z/OS Systems
DFSMS allows users on different z/OS systems to access the same PDSE
simultaneously. A user who is sharing a PDSE can read existing members in the
PDSE or create new members or new copies of existing members concurrently with
other users on the same z/OS system and on other z/OS systems. Data integrity is
still maintained because only one user at a time can modify a data set member
without copying it.

Using VSAM Record-Level Sharing
VSAM record-level sharing (RLS) extends the DFSMS storage hierarchy to support
a data sharing environment across multiple systems in a Parallel Sysplex. This
support is designed primarily for VSAM data sets used by CICS Online Transaction
Processing (OLTP) applications. VSAM RLS processing involves support from
multiple products: CICS Transaction Server, CICSVR 2.3, and DFSMS/MVS 1.3 or
higher.

VSAM RLS is a data set access mode that allows multiple address spaces, CICS
application owning regions (AORs) on multiple z/OS systems, and jobs to access
data at the same time. With VSAM RLS, multiple CICS systems can directly access
a shared VSAM data set, eliminating the need for function shipping between AORs
and file owning regions (FORs).

CICS provides the logging, commit, and rollback functions for VSAM recoverable
files; VSAM provides record-level serialization and cross-system caching; and
CICSVR provides a data set recovery function. Whether a data set is recoverable or
not determines the level of sharing that is allowed between applications. For
example:

v Both CICS and non-CICS jobs can have concurrent read/write access to
nonrecoverable data sets.

v Non-CICS jobs can have read-only access to recoverable data sets, concurrent
with read/write access by CICS jobs.

You use the LOG data set attribute to define a data set as recoverable or
nonrecoverable.

Restriction: Batch jobs that update recoverable data sets continue to use non-RLS
mode (non-shared resource (NSR), local shared resource (LSR), global shared
resource (GSR) access modes.) They cannot concurrently update any data set
being accessed in RLS access mode.

VSAM RLS uses the coupling facility (CF) to perform data set level locking, record
locking, and data caching. VSAM RLS uses the conditional write and
cross-invalidate functions of the CF cache structure, thereby avoiding the need for
control interval (CI) level locking.

VSAM RLS uses the CF caches as store-through caches. When a control interval of
data is written, it is written to both the CF cache and to DASD. This ensures that
problems occurring with a CF cache do not result in the loss of VSAM data.

To enable VSAM RLS, you must perform all of the following tasks:

v Run all systems performing RLS as a Parallel Sysplex

v Define and activate at least two sharing control data sets (SHCDS), and one
spare SHCDS for recovery purposes
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v Define CF cache and lock structures to z/OS, using the coupling facility resource
manager (CFRM) policy, and to the SMS base configuration. See “Defining a
Coupling Facility for VSAM Record-Level Sharing” on page 28 for more
information on the base configuration.

v Associate CF cache set names with storage class definitions, and write ACS
routines to associate data sets with storage class definitions that map to CF
cache structures. See “Managing Performance and Availability” on page 20 for
more information on defining storage class definitions.

v Change the attributes for a data set to specify whether the data set is to be
recoverable or non-recoverable.

For more information on VSAM RLS, see the following publications:

v z/OS DFSMS Migration

v z/OS DFSMSdfp Storage Administration Reference

v z/OS DFSMS: Using Data Sets

v CICS Transaction Server for OS/390 Migration Guide

v z/OS Parallel Sysplex Application Migration

v CICS Recovery and Restart Guide

v CICSVR V2R4 Implementation Guide

v CICSVR V2R4 User’s Guide and Reference

Controlling Access to Data
Security is the ability to protect data processing resources from unauthorized
access, alteration, or destruction. DFSMSdfp supports four methods of controlling
access to sensitive data:

v Resource Access Control Facility (RACF) protection

v Authorized Program Facility (APF) protection

v Access Method Services Cryptographic Option protection

v DFSMS and B1 security

RACF
RACF controls access to data processing resources. You should use RACF
protection instead of data set password protection because RACF protection is
easier to use and offers greater system resource security. In addition, passwords
are ignored for SMS-managed data sets and all other ICF-cataloged data sets. You
can protect non-SMS-managed data sets through RACF, password protection, or
both, although RACF is the preferred method. If RACF protection is applied to a
data set that is password protected, password protection is bypassed and access is
controlled solely through RACF. See z/OS DFSMSdfp Advanced Services for more
information about password protection.

RACF retains information about users, resources, and access authorities in profiles
stored in a special RACF database. Discrete profiles contain security information
about a single data set or other resource. Generic profiles contain security
information about one or more data sets or other resources that might have similar
characteristics and therefore require a similar level of protection. Thus, generic
profiles make it easy for you to protect multiple data sets with similar security
requirements, without having to specify the security requirements individually for
each data set.
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To verify access, various parts of the operating system, such as SMS, DADSM,
Open/Close/EOV, Checkpoint/Restart, IEHMOVE, and the integrated catalog facility,
use RACF to automatically check all data sets on DASD for generic and discrete
profiles. This is referred to as RACF always call because RACF is always called to
verify access to a data set. For VSAM data sets, DFSMS checks only the cluster’s
profile for access authorization to any of the cluster’s components. Although you
can have discrete profiles defined for the data and index components of a data set,
DFSMS does not check them. If the cluster does not have a separate profile, you
must consider the individual components unprotected.

With RACF, erase-on-scratch can be controlled by RACF options and data set
profiles for both non-VSAM data sets and integrated catalog facility cataloged
VSAM data sets. Erase-on-scratch prevents unauthorized access to sensitive DASD
data by automatically erasing a data set when it is scratched. Open/Close/EOV
support for RACF includes protecting tape data sets, non-labeled (NL) tapes, and
tapes using bypass label processing (BLP). This support provides protection for
both DASD and tape data sets under the same generic profile.

The storage administrator can use the RACF program control facility to establish
authorization levels for all ISMF functions or individual applications, functions, line
operators, and commands. Users who are denied access because of insufficient
authority are notified by an informational message.

An installation can also use RACF to control the use of storage and management
classes. The default for use of storage and management class is the RACF
RESOWNER value, which is based on the high-level qualifier of the data set name.
Instead, you can use management and storage class based on the allocator of the
data set. This prevents the problems that can occur with restoring or recalling data
sets which have a protected storage class and management class, and which are
owned by users whose user or group IDs have been revoked.

For more detailed information, see z/OS DFSMSdfp Storage Administration
Reference .

For more information on RACF protection, see:
v z/OS Security Server RACF General User’s Guide
v MVS/ESA SML: Managing Data

For more information on how DFSMSdss and DFSMSrmm support RACF
protection, see “Controlling Access to DFSMSdss Tasks and Data” on page 73,
“RACF” on page 101, and “Chapter 10. Managing Removable Media with
DFSMSrmm” on page 103.

Authorized Program Facility Authorization
The use of sensitive system services and resources can be restricted to
APF-authorized system and user programs. An APF-authorized program can bypass
all security and protection. Some DFSMS functions (such as the access method
services CNVTCAT command) are stored in authorized libraries and can be used
only by users who have the proper level of RACF authorization. For more
information on APF authorization, see z/OS MVS Programming: Authorized
Assembler Services Guide.

Cryptographic Protection
The cryptographic option of access method services can help protect sensitive data
that is copied. Data can be encrypted using the access method services REPRO

48 z/OS V1R3.0 DFSMS Introduction



command with the ENCIPHER option. The data remains encrypted until the REPRO
command with the DECIPHER option is used to decipher the data with the correct
key.

The access method services REPRO command was written using macro
instructions supported by the Programmed Cryptographic Facility (PCF) and the
Cryptographic Unit Support (CUSP) program products. The Programmed
Cryptographic Facility method of enciphering data conforms to the Data Encryption
Standard (DES) of the United States National Institute of Standards and Technology
(NIST). For more information on protecting data with the cryptographic option, see
z/OS DFSMS: Using Data Sets.

S/390 and zSeries processors include both standard and optional integrated
hardware-cryptographic coprocessors. Support for this highly secure, cryptographic
hardware is provided by the Integrated Cryptographic Services Facility (ICSF)
component included in the base z/OS operating system. For more information, see
Integrated Cryptographic Service Facility/MVS General Information.

ICSF supports the macro instructions that the REPRO command uses without any
modifications, if the ICSF environment is running in COMPAT(YES) mode. See the
ICSF System Programmer’s Guide for detailed information on requirements for
running CUSP/PCF and OS/390 ICSF on the same system. Processing the REPRO
command requires enablement of the cryptographic hardware and the presence of
a DES Master Key.

DFSMS and B1 Security
A Trusted Computing Base, anchored by MVS/SP™ Version 3 Release 1.3 and
including MVS/DFP Version 3 Release 1.1, was certified in September, 1990, by the
U.S. Department of Defense National Computer Security Center (NCSC) as
meeting B1 security criteria. The DFSMSdfp functional component of DFSMS,
supported by MVS/ESA SP Version 4 and Version 5, has not been evaluated by the
NCSC, but does contain the security functions previously contained in MVS/DFP
Version 3 Release 1.1.

However, a system does not meet the criteria for B1 security if the z/OS Network
File System, the Distributed FileManager/MVS, or the Object Access Method (OAM)
of the DFSMSdfp functional component are running, or if the functional components
DFSMSdss, DFSMShsm, or DFSMSrmm are used. Objects managed by OAM are
protected by DB2 security, rather than by RACF, and are not protected at the B1
security level. OAM also provides a user exit, CBRUXSAE, that is coded for use
with the OSREQ functions.
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Chapter 5. Managing Devices with DFSMSdfp

DFSMS device management components define input and output devices to the
operating system and help control the operation of these devices. DFSMS provides
programming support to help you best use the standard and optional features of
your devices. You can use some DFSMS functions with many different device
types, but most apply specifically to one type or one family of devices.

Each section that follows discusses general device support as well as the tasks that
DFSMS can perform to support each device type.

DFSMS Device Support
This section introduces the operating modes in which devices can operate and
discusses how to define new devices to DFSMS.

For a list of the most common IBM I/O devices supported by DFSMS, see z/OS
DFSMS Migration.

Operating Modes
Most devices attached to z/OS operate in full-function mode; that is, all features on
the device are compatible with and usable on the operating system. Some of these
features include:
v DASD devices:

– Dynamic path reconnection
– Extended count-key-data operation
– Caching and cache related facilities

v Tape devices:
– Cartridge stack loading
– Data compaction

Some devices also operate in compatibility mode, which lets you simulate the
function of another device or model. Compatibility mode causes the device to
function like a different device of the same type, ignoring some or all of the
additional features that the device might have. This allows you to migrate between
devices with minimal impact on programs that have device dependencies.

Defining New Devices
You can define new devices to the system by using interactive panels with the
Hardware Configuration Definition (HCD) program. HCD uses the dynamic I/O
capabilities of z/OS to change configuration definitions dynamically without requiring
an initial program load (IPL) or hard power-on reset.

Although devices that are in tape libraries automated by an IBM TotalStorage
Enterprise Automated Tape Library (3494) or IBM TotalStorage Enterprise
Automated Tape Library (3495) are automatically defined to the operating system by
the dataserver, you should use HCD to ensure that the devices are set properly if
they are offline during the system IPL.

For information on the Hardware Configuration Definition, see z/OS HCD Planning.
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Channel and Device Support
The specific number of devices you can attach to your system depends on the
hardware configuration of your processor and I/O devices, and the virtual storage
below 16 MB. z/OS architecture lets you have as many as 65 536 device numbers,
each with eight access paths. The device number is a four hexadecimal digit
number, so that 4096 is no longer the limit for device addresses, as it was for
previous releases.

With z/OS, when you define DASD, tape, and optical devices to your system,
DFSMS can place the UCBs representing those devices in 31-bit storage above 16
MB. This reduces the amount of below 16 MB common storage used by the system
and provides you with an opportunity to define more devices to your system,
needed to support large processors and Parallel Sysplexes. DFSMS maintains
compatibility with 24-bit UCB addresses through the use of captured UCBs. DFSMS
also supports access to UCBs above the 16 MB line to let subsystems like CICS
and IMS® take advantage of allocating data sets without capturing the UCBs.

DASD
DFSMS provides programming support for DASD through the interactive storage
management facility (ISMF) and through Device Console Services. Additionally, you
can use the Device Support Facilities program, also known as ICKDSF, to
supplement programming support.

Interactive Storage Management Facility
ISMF helps you analyze and manage both data and DASD storage
interactively. ISMF is an Interactive System Productivity Facility (ISPF)
application that uses the space management and backup and recovery
functions provided by DFSMShsm and DFSMSdss.

ISMF provides interactive interfaces for the access method services cache
commands. It also provides the interactive interface for managing Storage
Management Subsystem (SMS) configurations. You can use ISMF to
define, validate, translate, and activate source control data sets (SCDSs).
You can define SMS classes and groups and write automatic class
selection routines. ISMF provides an interactive interface for submitting jobs
to ICKDSF.

Device Console Services
Device Console Services commands display the logical status of DASD
devices. The SET SMS, SETSMS, and ISMF ACTIVATE commands allow
you to activate SMS or change its execution options. Three other
commands, DEVSERV, DISPLAY, and VARY, support the tasks of checking,
displaying and changing the status of the SMS configuration. For more
information on DASD console commands, see z/OS MVS System
Commands.

Device Support Facilities (ICKDSF)
The Device Support Facilities program (ICKDSF) initializes DASD volumes,
converts SMS-managed volumes, recovers data from defective tracks, and
assigns alternate tracks. You can also use it to change a volume from a
non-indexed VTOC to an indexed VTOC, or from an indexed VTOC to a
non-indexed VTOC. Although not part of DFSMS, the Device Support
Facilities program is an important related tool for DASD management. For
more information, see ICKDSF User’s Guide and Reference.
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Storage Control Units
DFSMS offers programming support for cache devices. For detailed information on
cache devices, see 3990 Planning, Installation, and Storage Administration Guide.

LISTDATA, BINDDATA, and SETCACHE commands
These access method services commands control the caching and paging
subsystems for the IBM 3880 Storage Control Models 13 and 23, and for
the IBM 3990 Storage Control Model 3 or 6. Some commands are not
supported for all models.

Using Concurrent Copy
System-managed data sets use storage class to specify availability and
performance requirements. When a data set is created, the system uses
these requirements to determine the device to which the data set should be
allocated.

You can use the accessibility attribute of the storage class to specify if you
want the data set allocated on a DASD that supports concurrent copy.
Concurrent copy lets you make a consistent backup or copy of data
concurrent with normal application program processing. In some cases you
might need to quiesce the application before you start a backup or copy
operation using concurrent copy.

When you allocate a data set, you can use the accessibility attribute of your
storage class to specify whether the system must allocate the data onto a
DASD supporting concurrent copy or end the allocation unsuccessfully,
whether it should allocate the data onto another device if a concurrent copy
device is not available, or whether it should allocate the data onto a DASD
that does not support concurrent copy.

Using Remote Copy
The remote copy function relies on IBM 3990, RAMAC Storage
Subsystems, or 9393 RAMAC Virtual Array Storage Subsystems and
DFSMSdfp. Remote copy supports all DASD data needed for application
recovery through interaction with the storage controls at your main
application location and at your remote recovery location. Each location has
specific DASD that handles data that you have identified as remote
copy-managed.

In case of an unrecoverable error at the application location, data is
recovered from the recovery storage system.

Remote copy also offers a way to easily migrate your peer-to-peer remote
copy (PPRC) data from one DASD volume to another with the P/DAS
function. See “Move Your Peer-to-Peer Remote Copy (PPRC) Data Easily
with P/DAS” on page 12 for more information.

Using Continuous Availability
When you allocate a data set and specify the continuous availability
attribute in your storage class, SMS allocates the data set to a dual copy
device (supported by the 3990 Model 3 or 6), or to a RAID protected device
(support by all RAMAC subsystems). If continuous availability is required
and neither device is available, the allocation is unsuccessful.

Using Extended Format Data Sets
When you allocate a data set and specify a data set name type of
EXTENDED, SMS allocates the data set to a system-managed DASD
volume on a 3990 Model 3, Model 6, or any RAMAC subsystem. You can
specify whether the data must be allocated on a DASD supporting extended
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format data sets, or whether the data should be allocated on another device
if a device supporting extended format data sets is not available.

Caching on the IBM 3990 Model 3 or 6
SMS can select the 3990 Model 3 or 6 to provide caching for both read and
write operations. The DASD fast write feature of the 3990 Model 3 or 6
provides caching for write operations.

Caching of system-managed data sets on a 3990 Model 3 or 6 is managed
at the data set level.

You can define storage classes to indicate which data sets use cache:
v Must use cache
v Must never use cache
v Can use cache at the discretion of SMS

You can use access method services or the ISMF volume application to
enable caching and DASD fast write at the volume level.

This interaction of the IBM 3990 Model 3 or 6 working together with DFSMS
allows you to perform the following functions:

v Control the amount of data to be cached

v Provide fast I/O response time to selected data sets

v Make full use of DASD capacity by mixing cached and noncached data
sets on the same volume

v Direct SMS to adjust the amount of data being cached, based on current
cache use

Caching on the IBM 3880 Model 23
SMS can select the 3880 Model 23 to provide caching for read operations.
Caching for a system-managed volume on a 3880 Model 23 is enabled at
the volume level, using access method services or the ISMF Volume
Application.

Caching on RAMAC Subsystems
Caching is always active on the 9393 RAMAC Virtual Array Storage (RVA)
and 9396 RAMAC Scalable Array Storage (RSA). The 9397 RAMAC
Electronic Array Storage (REA) is a cache-only subsystem.

Magnetic Tape Volumes and Libraries
DFSMS provides the following programming support for magnetic tape devices:

Tape label support
DFSMS can process magnetic tapes with IBM standard labels, nonstandard
labels, ISO/ANSI labels, and tapes with no labels. ISO/ANSI support
processes magnetic tape labels and files that comply with international,
American, and federal tape standards1 as interpreted by IBM. For more
information on tape label support, see z/OS DFSMS: Using Magnetic
Tapes.

IEHINITT utility
IEHINITT writes IBM standard or ISO/ANSI labels on tape volumes.1 You
can use DFSMSrmm’s EDGINERS utility to initialize your tape volumes
instead of using IEHINITT. EDGINERS provides several functions that
IEHINITT does not. For more information on IEHINITT, see z/OS DFSMSdfp

1. International Organization for Standardization (ISO) 1001-1979, level 4; American National Standards Institute (ANSI) X3.27-1978,
level 4. Tapes meeting these standards are called ISO/ANSI Version 3 tapes.
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Utilities. For more information on EDGINERS, see z/OS DFSMSrmm
Implementation and Customization Guide.

IFHSTATR utility
IFHSTATR formats and prints information about tape volume errors from
type-21 system management facilities (SMF) records. For more information
on IFHSTATR, see z/OS DFSMSdfp Utilities.

MSGDISP, SYNCDEV, NOTE, and POINT macros
These macros control operation of the IBM magnetic tape subsystems that
use tape cartridges. The MSGDISP macro displays program messages on
the display on the tape unit. The SYNCDEV macro controls data
synchronization. The NOTE and POINT macros control high-speed
searching. For more information on these macros, see z/OS DFSMS Macro
Instructions for Data Sets and z/OS DFSMSdfp Advanced Services.

Device Console Services
Device Console Services commands display the logical status of tape
devices. For example, the DEVSERV command tests all paths to a device
and displays information about the logical status of each path on the
system console. The operator can use this information to diagnose
problems in the I/O subsystem.

Many device console commands simplify the task for operators with
automated tape libraries. Use the DISPLAY command to request
information about the status of a device. Use the MOUNT command to
mount a volume and verify that the requested volume has been mounted.
Use the EJECT command to eject a tape. Use the VARY command to vary
a device online or offline. Use the LIBRARY EJECT command to eject a
cartridge from a library and remove the catalog entry for the cartridge. Use
the ACTIVATE command to inform the system of the existence of a library
string.

For more information on console commands, see z/OS MVS System
Commands.

Tape block count checking
Block count checking compares the number of tape blocks calculated using
three possible methods and detects discrepancies between them. Magnetic
tape subsystems that use tape cartridges maintain block count information
for both reading and writing to improve tape reliability. This block count
information is not available for reels. The access method maintains a block
count. Some BSAM and EXCP programs do not maintain a block count.
Standard tape labels usually contain a block count that is checked by the
system as it reads the tape. For more information see z/OS DFSMS: Using
Magnetic Tapes.

Interactive Storage Management Facility
ISMF lets you define tape libraries and storage groups interactively. You
specify the attributes related to the library or storage group, and the
information is stored in an appropriate volume catalog. You can also use
ISMF to create, save, and restore lists of tape volumes in libraries.

You can also use ISMF to define SMS classes, groups, and automatic class
selection routines.

Library Control Services
The library control system provides several macros that allow other
components to access and manipulate the information stored in tape
volume catalogs. The services provided by these macros include verifying
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that the volume serial specified can be mounted on the device specified,
and changing the status of an input volume from private to scratch, or from
scratch to private.

Printers
Although most printers require the PSF for z/OS product for full-function support,
DFSMS continues to support the IEBIMAGE utility and the IGGUCSIT and SETPRT
macros for older printers.

For more information on: See the following publication:

IEBIMAGE z/OS DFSMSdfp Utilities

IGGUCSIT z/OS DFSMSdfp Advanced Services

SETPRT z/OS DFSMS Macro Instructions for Data
Sets

PSF for z/OS Advanced Function Printing: Printer
Summary

Object Support
DFSMS provides the following programming support for optical disk libraries and
drives:

Object Access Method
The object access method lets you create, access, and delete objects on
optical, tape, or DASD volumes. You define SMS groups and classes to
establish the following operating conditions:

v Object storage medium hierarchies and requests for a backup copy of an
object

v Whether the object resides on optical, tape, or DASD volume

v When an object should be migrated from one storage medium to another

v The number of backup copies of an object assigned to an object or
object backup storage group

You can use automatic class selection routines and an installation exit to
monitor and control object expiration.

Parallel Sysplex
A Parallel Sysplex links many systems together and provides multisystem
data sharing through the use of the cross-system coupling facility (XCF)
component of MVS/ESA™. XCF services allow authorized applications on
one system to communicate with applications on the same system or on
other systems. They also allow data to be shared between the applications
on these systems. The system linking and multisystem data sharing makes
the sysplex platform ideal for parallel processing. With this support, objects
can be accessed from all instances of OAM and from optical hardware
within the sysplex, and transactions can be processed more efficiently.

Device Console Services
The object access method and SMS allow you to use the DISPLAY
command to show the following information:

v Object access method status (the number, type, and availability of
defined optical drives in the active configuration)
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v A summary of the name, type, and status of Object Access Method
control tasks, and information about object processing status

v Details about the number, type, and status of object processing for a
specified control task

v Optical and tape library and optical drive status (online, offline,
connectivity to the system). The MVS™ DISPLAY command can be used
for the same purpose in the case of tape drives

You can use the VARY command to vary tape and optical libraries, and
optical drives on line or off line. The MVS VARY command can be used for
the same purpose in the case of tape drives.

Interactive Storage Management Facility
ISMF lets you define optical and tape libraries and optical drives
interactively. You do this by specifying the attributes related to the library or
drive. This information is stored in an SCDS.

For further information about optical disk libraries and drives, see:
z/OS DFSMS OAM Application Programmer’s Reference
z/OS DFSMS OAM Planning, Installation, and Storage Administration Guide for
Object Support

For further information about tape libraries and tape drives, see z/OS DFSMS OAM
Planning, Installation, and Storage Administration Guide for Tape Libraries.
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Chapter 6. Distributed Data Access with DFSMSdfp

In today’s distributed computing environment, applications must often access data
residing on different computers in a network. In many cases, the most effective data
access services occur when applications can access remote data as if it were local
data.

To provide such services, DFSMS offers Distributed FileManager/MVS, which
supports client platforms using APPC communication protocols and DDM file access
protocols.

These data access services enable users and applications on heterogeneous client
computers in your network to take advantage of storage resources on z/OS,
including: system-managed storage, high-performance storage access, file access
security (RACF), data sharing, and centralized data access.

You should understand the following terms used in this discussion:

client/server Client is a computer or process that requests
services on the network. Server is a computer or
process that responds to a request for service from
a client.

In the discussion about Distributed
FileManager/MVS, the client is also called the
source and the server is also called the target.

user A user accesses a service that allows data or other
resources to be used. In the discussion of remote
data access, user is usually an application running
on a client (source) system, but it can be a person
using a client system as well.

data set/file Data set in z/OS is generally equivalent to file in
other environments. In UNIX System Services, the
z/OS UNIX file system is a distinct collection of files
and directories.

Distributed FileManager/MVS
Distributed FileManager/MVS uses the Distributed Data Management (DDM)
protocol, which enables like and unlike computer systems to share file systems
across a network. For more information about DDM, see DDM Architecture: General
Information.

Distributed FileManager/MVS enables your z/OS system to act as a server (target)
to remote client (source) systems. Distributed FileManager/MVS is designed to work
with operating system platforms that support DDM source requests.

With Distributed FileManager/MVS, you can remotely access data on z/OS systems
from the following IBM systems, or their equivalent:

v Workstations running the OS/2® operating system. Distributed FileManager/MVS
on the OS/2 is called DFM/2.

v AS/400® midrange computers running the OS/400® operating system. Distributed
FileManager/MVS on the OS/400 is called Source OS/400 DDM.

v System/36™ and System/38™ midrange computers.
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v Workstations running the Windows operating system.

v Computers running the AIX operating system.

Figure 9 shows the Distributed FileManager/MVS client-server (source-target)
relationship.

Distributed FileManager/MVS offers the following benefits:

v Remote, record-level access to data sets residing on z/OS.

v Distributed FileManager/MVS is transparent to the user. Data can be accessed
on remote systems as if the data were on a local storage device.

v You can create, update, delete, and rename remotely accessed data sets on
z/OS.

For more information on Distributed FileManager/MVS, see z/OS DFSMS DFM
Guide and Reference.

How Distributed FileManager/MVS Works
Distributed FileManager/MVS uses Distributed Data Management (DDM) and
Advanced Program to Program Communication (APPC) protocols to perform remote
data access.

DDM A data access architecture. DDM includes a set of rules for accessing data
from remote workstations as well as a set of standardized file models and
access methods. These rules allow users to access files without concern for
where the files are located. Distributed FileManager/MVS uses a subset of
DDM commands to respond to remote data access requests.

The DDM architecture is published and therefore is open for non-IBM
vendors to use in supporting DDM products of their own. For more
information about DDM architecture, See DDM Architecture: General
Information.

APPC An SNA protocol designed to handle peer-to-peer network conversations
between application programs. APPC is also known as LU 6.2. Distributed
FileManager/MVS on a z/OS target system is set up as an APPC
transaction program (TP). During remote data access processing, APPC
schedules Distributed FileManager/MVS conversation address spaces on

Figure 9. Distributed FileManager/MVS Client-Server (Source-Target) Relationship
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the z/OS system. Working with APPC, the Resource Access Control Facility
(RACF) verifies a user’s authorization to remotely access z/OS data sets.

Figure 10 shows the relationship between an OS/2 Client and a z/OS server.

As Figure 10 illustrates, an OS/2 application typically accesses data on a z/OS
target system as follows:

1. An application program running on OS/2 requests data that is remotely located,
through a Local Data Management Interface (LDMI).

2. Data access control is passed to DFM/2 (source DDM) which translates the
local request into DDM commands and passes them to the OS/2 APPC.

3. OS/2 APPC transmits the request for remote data over a System Network
Architecture (SNA) network to the z/OS server system.

4. On the z/OS system, APPC passes the request to Distributed FileManager/MVS
which translates the DDM commands into local data management requests and
the requested data is retrieved.

5. The requested data is sent back to the OS/2 application that requested the
data.

Accessing z/OS Data with Distributed FileManager/MVS
Distributed FileManager/MVS enables users on authorized client systems to
remotely access data on z/OS server systems as if the data were local to the users.
Users can remotely perform such tasks as creating, reading, updating, and deleting
z/OS data sets using local commands. Because DDM clients and servers
communicate through common DDM commands, users on the client systems do not
need to use z/OS command language.

Figure 10. Distributed FileManager/MVS OS/2 Client-z/OS Server Flow
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Distributed FileManager/MVS accepts record access with a record application
programming interface (API) or byte stream access with a byte stream API.
Distributed FileManager/MVS allows client systems to access the following data set
types on z/OS server systems:

v Physical sequential data set

v VSAM data set
– Entry-sequenced data set
– Key-sequenced data set
– Relative-record data set
– Variable-length relative-record data set

v Partitioned data set extended (PDSE) and partitioned data set (PDS) members,
treating each member as a separate file

Distributed FileManager also supports path processing through an alternate index
for VSAM data sets.

Reading and Updating Files with Distributed FileManager/MVS
All data sets accessed by Distributed FileManager/MVS must be cataloged in an
ICF catalog.

You can use Distributed FileManager/MVS with both system-managed and
non-system-managed data sets. PDSE data sets, however, must be
system-managed in order for you to fully access their members. Byte stream
access to PDS members is read only. Additionally, the Storage Management
Subsystem must be active on the z/OS server system for remote data access to
occur even if a data set is non-SMS-managed.

Distributed FileManager/MVS ensures data integrity and provides for simultaneous
data sharing of z/OS data sets.

Creating Files with Data FileManager
Users on client systems can remotely create any type of data set on z/OS server
systems to which Distributed FileManager/MVS allows access. Remotely created
z/OS data sets, however, must be system-managed.

You can remotely create z/OS data sets that have associated file attributes.
Examples of associated file attributes are file size or file expiration date. Data sets
containing file attributes can be examined, moved, copied, and backed-up using
z/OS utilities.

Using Distributed FileManager/MVS DataAgent
Distributed FileManager/MVS Data Agent is an extension to Distributed
FileManager/MVS that allows workstation users of VSAM/x on Windows, OS/2, and
AIX to invoke DataAgent routines. Through DataAgent routines, end users can
issue TSO commands, CLISTS, or REXX execs to access otherwise unsupported
z/OS data sets or databases, and gain greater control over processing on the z/OS
server. For example, a DataAgent routine could be used to extract data from z/OS
files and databases at the beginning of a VSAM/x application, in preparation for
subsequent retrieval by the client through normal VSAM/x interfaces.
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DataAgent routines can be user-written, IBM-written, or vendor-written, and are
invoked through the VSAM/x component of SMARTdata Utilities (SdU), or from the
OS/2 command line. Several sample routines are provided, showing how to write a
DataAgent routine in a high-level language, how to invoke DFSORT, and how to
invoke TSO functions such as TSO CLISTS, REXX execs, or TSO commands.

See z/OS DFSMS DFM Guide and Reference for more information.
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Chapter 7. Understanding DFSMSdss

DFSMSdss copies and moves data to help manage storage, space, and data more
efficiently. You can use DFSMSdss to perform the following tasks:

Copy and move data
DFSMSdss enables you to copy and move data between like and unlike
devices and also copy backup data. For more information, see Copying and
Moving Data.

Manage space
DFSMSdss helps you to manage DASD space efficiently. For more
information, see “Managing Space” on page 67.

Back up and restore data
DFSMSdss provides host system backup and recovery functions. For more
information, see “Backing Up and Restoring Data” on page 68.

DFSMSdss also includes a stand-alone restore program that restores data
without a host operating system. For more information, see “DFSMSdss
Stand-Alone Services” on page 70.

Convert data
DFSMSdss converts non-system-managed data to system-managed data
and system-managed data to non-system-managed data. See “Converting
To System-Managed Data” on page 70.

This chapter provides an overview of these DFSMSdss capabilities and describes
the following additional DFSMSdss facilities that allow you to:

v Choose between logical and physical processing

v Select data sets by filtering on criteria you specify

v Invoke DFSMSdss from a variety of sources

v Control run-time options

v Print DASD data

v Control access to DFSMSdss tasks and data

v Customize DFSMSdss with installation exits

Copying and Moving Data
DFSMSdss is the primary data mover for DFSMS. A fast, efficient data mover
moves multiple data sets from old to new DASD. The data movement support
provided by DFSMSdss is useful for many other operations as well. For example,
DFSMSdss allows you to move data sets off a volume for hardware maintenance.

DFSMSdss saves DDM attributes associated with a specific data set and preserves
those attributes during copy and move operations. When used with supporting
software, DFSMSdss also offers a unique FlashCopy feature which functions
automatically and works much faster than traditional data movement methods.
FlashCopy is also well suited for handling large amounts of data.

When used with supporting hardware, DFSMSdss also provides concurrent copy
capability. Concurrent copy lets you copy or back up data while that data is being
used. The user or application program determines when to start processing, and the
data is copied as if no updates have occurred.
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Copying and Moving Data to Meet Changing Storage Requirements
Moving data is an essential part of storage management. To replace storage
devices, add storage capacity, and meet storage requirements, you must move
data. DFSMSdss has the following move capabilities:

v Moves data sets between DASD types and models

v Moves data sets between system-managed and non-system-managed volumes

v Moves data sets off a volume when hardware maintenance is required

v Moves or copies data sets for other purposes

DFSMSdss moves data sets from one DASD volume to another volume of the
same or different device type (devices are of the same type if both their track
capacities and the number of tracks per cylinder are the same). If the device types
are the same, DFSMSdss can copy ranges of tracks from a volume or can copy a
full volume.

When moving data to a different device type, DFSMSdss offers a significant
advantage for a target device having a larger track size than the source device.
DFSMSdss is designed to fill the track on the target device as completely as
possible (instead of a track-for-track move). Each track can be fully used, holding
more records per track on the target than on the source.

You can select data sets to be moved by searching the catalogs and the VTOC.

DFSMSdss allows you to perform the following tasks:

v Move an entire VSAM sphere with one copy (that is, the base cluster and all
associated alternate index components and paths). You need not move each
component individually.

v Copy or move multivolume data sets.

v Retrieve readable data from undamaged portions of a volume that has sustained
partial damage.

v Delete data sets from the source volume after a successful copy.

v Rename the copied data sets.

v Control data set placement on the target volume by copying to preallocated data
sets. In this way, you can place data sets on specific target volumes and even
specific tracks.

v Redefine the block size of one or more physical sequential or partitioned data
sets (PDS) or partitioned data sets extended (PDSE) while copying those data
sets.

v Copy a PDSE to a PDS, or a PDS to a PDSE.

v Copy data sets that have an undefined data set organization (DSORG) to an
unlike device of larger capacity. DFSMSdss uses track-for-track replacement to
copy or restore an undefined DSORG data set to a target device whose track
size is greater than or equal to the source device.

v Move system data sets.

v Specify the target status of system-managed generation data sets.

You can move data sets between system-managed volumes and
non-system-managed volumes. Moving or copying invokes the ACS routine to
determine the Storage Management Subsystem classes of the target data set. You
can specify the storage class name or the management class name, or if you have
RACF authorization, you can specify that ACS routines be bypassed. For more
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information, see “Using SMS Classes and Groups” on page 17 (ACS routines) and
“Controlling Access to DFSMSdss Tasks and Data” on page 73 (RACF).

Copying DFSMSdss-Produced Backup Data
If you need extra backup tapes for disaster recovery or for the distribution of
dumped data (for example, when generating a new system), you can make from 1
to 255 copies of DFSMSdss-produced backup data.

You can copy a DFSMSdss-backed up sequential data set to a tape or DASD
volume. The sequential data set that you are copying can reside on one or more
tape or DASD volumes. If the backup data is produced from multiple DASD
volumes using a data set dump, you can selectively copy the data from one or
more of the DASD volumes.

Managing Space
Allocation algorithms and the frequent creation, extension, and deletion of data sets
fragment free space on DASD volumes. The result is an inefficient use of DASD
space, an increase in space-related abends (abnormal endings), and degraded
performance.

With DFSMSdss, you can effectively manage space by reducing or eliminating
free-space fragmentation. DFSMSdss provides features to perform the following
space management:

v Compress partitioned data sets.

v Release unused space in physical sequential, PDSs, PDSEs, and
extended-format VSAM data sets.

v Consolidate free space on DASD volumes.

Compressing Partitioned Data Sets
You can selectively compress partitioned data sets on specified volumes. This
procedure removes unused space between members in a partitioned data set. This
recovered space is then available for reuse at the end of the data set. This process
is not the same as data compression performed in the access methods. You can
also use DFSMSdss to release this recovered space.

Releasing Unused Space
DFSMSdss releases allocated, but unused space from sequential data sets,
partitioned data sets, PDSEs, and extended-format VSAM data sets using either
volume or catalog filtering. You can perform the following tasks:

v Release space only if the unused space is larger than the number of tracks you
specify.

v Retain a specified secondary space allocation. This leaves space to add records
to the data set after DFSMSdss releases the unused space.

v Release unused space in system data sets.

Consolidating DASD Space
DFSMSdss relocates data set extents on a DASD volume to reduce or eliminate
free-space fragmentation and provides a report about free space and other volume
statistics. You can perform the following tasks:

v Find the free space and volume statistics without defragmenting a volume.
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v Specify that a volume be defragmented only if the space wasted by
fragmentation exceeds a specified threshold.

v Use filtering to exclude selected data sets from defragmentation.

v Lock data sets on shared DASD volumes using dynamic allocation. This prevents
other processors in a JES3 environment from accessing the data sets during
defragmentation when main device scheduling is active.

When protected data sets are relocated, DFSMSdss erases the data in the old
location for security reasons. For more information about this erase-on-scratch
feature, see “RACF” on page 47.

Backing Up and Restoring Data
You can use DFSMSdss to back up data from DASD to tape or other DASD and to
restore from the backup if the original is lost, damaged, or inadvertently changed.
You can also use DFSMSdss to back up application data for disaster recovery and
vital records protection.

DFSMSdss saves DDM attributes associated with a data set and preserves those
attributes during backup and restore operations. When used with supporting
hardware, DFSMSdss also provides concurrent copy capability during backup and
sequential data striping capability during backup and restore.

DFSMSdss backs up and restores data sets, specific tracks on a volume, or a full
volume.

Backing Up Data
You can select data sets for backup by searching catalogs and the VTOC. You can
back up data selectively, using either ISMF or DFSMSdss filtering to choose only
the data sets you want. For a description of DFSMSdss filtering, see “Selecting
Data Sets by Name or by Characteristic” on page 72.

DFSMSdss allows you to perform the following back-up related tasks:

v Back up an entire VSAM sphere (that is, the base cluster and all associated
alternate index components and paths) by invoking one dump.

v Reset the data-set-changed flags of data sets successfully dumped in a full dump
or in a data set dump. The next time you do a data set dump, you can specify
that only data sets updated since the last reset are to be dumped.

v Specify whether DFSMSdss continues or cancels a dump when a permanent
read error occurs.

v Lock data sets on shared DASD volumes using dynamic allocation. When main
device scheduling (MDS) is active, locking data sets prevents other processors in
a JES3 environment from accessing those data sets during a dump.

v Dump either all the allocated space or only the used space in physical sequential
and partitioned data sets, PDSEs, or data sets with no indicated data set
organization (DSORG is undefined). Users typically create the latter with the
EXCP macro.

v Dump multivolume data sets.

v Dump and delete system data sets.

v Save space in the dump output data set by compressing the data and optimize
the data transfer rate by specifying the number of DASD tracks read at one time.

v Retrieve readable data from undamaged portions of a volume that has sustained
partial damage.
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v Filter on SMS class names. For example, you can filter on a management class
to back up only data sets assigned that class.

Restoring Data
You can use DFSMSdss to restore data to DASD volumes from
DFSMSdss-produced dump volumes. You can restore data to the same or different
device types.

DFSMSdss allows you to perform the following tasks:

v Restore an entire VSAM sphere with a single operation.

v Specify whether DFSMSdss continues or cancels a restore when a permanent
read error occurs.

v Lock data sets on shared DASD volumes using dynamic allocation. When main
device scheduling (MDS) is active, locking data sets prevents other processors in
a JES3 environment from accessing those data sets during a restore.

v Rename a data set during a restore. You can create a new data set with a new
name instead of replacing the original data set on a DASD volume. You can
change either the entire name or part of the name.

v Redefine the block size of physical sequential or partitioned data sets or PDSEs
while recovering those data sets.

v Restore data sets that have an undefined DSORG to an unlike device of larger
capacity.

v Specify the target status of system-managed generation data sets.

v Restore a user catalog without bringing down your application program. This
allows continuous applications, such as DB2 and IMS/ESA®, to remain active
while a damaged user catalog is being replaced.

v Restore data sets to system-managed volumes and non-system-managed
volumes. If you have RACF authorization, you can specify that the ACS routines
be bypassed. Otherwise the ACS routines are invoked to assign SMS classes to
the data sets.

DFSMSdss SnapShot Support
SnapShot is a function of the RAMAC Virtual Array (RVA) that allows you to make a
very quick copy of a set of tracks (an entire volume, a data set, or just a random
set of tracks). The copy operation is completed with only a few I/Os to the device.

DFSMSdss provides two types of SnapShot support:

“Native SnapShot” Support
Data is “snapped” (quickly copied) directly from the source location to the
target location. This function occurs when you issue a DFSMSdss COPY
command to copy volumes, tracks, or data sets from one DASD volume to
another. DFSMSdss uses this method whenever the source and target data
are on like devices in the same partition on the same RVA subsystem, and
no reblocking is required. DFSMSdss can use this method whether or not
the CONCURRENT keyword is specified. With “native SnapShot”, the copy
of the data is logically and physically complete as soon as the “snap” is
complete.

Virtual Concurrent Copy Support
Data is “snapped“ from the source location to an intermediate location and
then gradually copied to the target location using normal I/O methods. This
function occurs when you issue either the DFSMSdss COPY or DUMP
command and specify the CONCURRENT keyword. As the name implies,
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this method operates in a fashion almost identical to existing Concurrent
Copy (CC) support. All DFSMSdss users and callers of the DFSMSdss API
(such as DFSMShsm, DB2, and IMS) can continue to use the
CONCURRENT keyword and receive functionally identical CC support, and
on a wider range of devices. Using virtual concurrent copy, the copy or
dump of the data is logically complete after the source data is “snapped” to
the intermediate location, and then physically complete after the data has
been moved to the target media. It is also possible to perform Concurrent
Copy on VM minivolumes using virtual concurrent copy.

DFSMSdss Stand-Alone Services
The Stand-Alone Services function is available to all supported releases of DFDSS
and DFSMSdss. The Stand-Alone Services function completely replaces and makes
obsolete the previous stand-alone restore function, which is no longer available as
part of DFSMSdss.

This version of IBM’s Stand-Alone restore function is a single-purpose program
designed to allow the system programmer to restore vital system packs during
disaster recovery without needing to rely on a z/OS environment. Stand-Alone
Services runs independently of a system environment either as a “true” stand-alone
system or under a VM system.

Stand-Alone Services can perform either a full-volume or a tracks restore from
dump tapes produced by DFSMSdss or DFDSS, and offers the following benefits
when compared to the previous DFSMSdss stand-alone functions:

v Provides user-friendly commands to replace the previous control statements

v Supports IBM 3494 and 3495 Tape Libraries, and 3590 Tape Subsystems

v Supports IPL-ing from a DASD volume, in addition to tape and card readers

v Allows you to predefine the operator console to be used during Stand-Alone
Services processing

The Stand-Alone Services program runs on any of the following:

v An IBM System/370™ processor in ESA/370 mode, 370-XA mode, or System/370
(S/370) mode

v An IBM System/390® processor in ESA/390 mode or S/370 mode

v An IBM eServer zSeries processor in 31-bit (default) mode

v A virtual machine under VM

Refer to z/OS DFSMSdss Storage Administration Reference for a complete
description of the DFSMSdss Stand-Alone Services function, including a listing of
supported devices and instructions for creating the IPL-able Stand-Alone Services
core image. Messages for the Stand-Alone Services function are found in z/OS
MVS System Messages, Vol 1 (ABA-AOM) and z/OS MVS System Messages, Vol 2
(ARC-ASA). For a description of messages, you can also use LookAt, described
in“Using LookAt to look up message explanations” on page ix.

Converting To System-Managed Data
DFSMSdss is the primary tool for converting system-managed data to
non-system-managed data and non-system-managed data to system-managed
data. DFSMSdss supports conversion with or without data movement.
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Converting by Moving Data
DFSMSdss commands can move and convert data sets between system-managed
and non-system-managed volumes. DFSMSdss supports the following data
conversion tasks:

v Recognizing and preserving SMS classes. Each system-managed data set has a
set of associated class names. These names can identify the data set’s data
class, management class, and storage class. DFSMSdss recognizes and, if
specified, preserves these names when copying, dumping, and restoring data.

v Copying, dumping, and restoring system-managed data sets. DFSMSdss moves
data sets between system-managed volumes and non-system-managed volumes.
The SMS class names are either added to or taken away from the data set.

v Filtering by SMS class names. You can filter both system-managed and
non-system-managed data sets by class names.

Converting Volumes without Moving Data
DFSMSdss provides a command that allows you to convert both
non-SMS-managed volumes to SMS-managed volumes and SMS-managed
volumes to non-SMS-managed volumes without moving any data. Before attempting
to convert volumes, you can verify that DFSMSdss can convert all data sets on that
volume.

Using Additional DFSMSdss Facilities
The sections that follow describe additional facilities that make DFSMSdss a flexible
and powerful tool.

Choosing between Two Processing Methods—Logical and Physical
DFSMSdss can perform either logical or physical processing. If you dump a data
set logically, DFSMSdss restores it logically; if you dump it physically, DFSMSdss
restores it physically. Logical processing operates against data sets independently
of physical device format. Physical processing moves data at the track-image level
and operates against volumes, tracks, and data sets. Each type of processing offers
different capabilities and advantages.

Logical Processing
During logical processing, DFSMSdss treats each data set and its associated
information as a logical entity. DFSMSdss processes an entire data set before
beginning the next one. DFSMSdss moves each data set as a set of data records,
allowing data movement between devices with different track and cylinder
configurations. DFSMSdss uses the catalog and the VTOCs to select data sets for
logical processing.

Physical Processing
During physical processing, DFSMSdss moves data based on physical track
images. Because DFSMSdss moves data at the track level, the target device’s track
sizes must equal the source device’s track sizes. Therefore, you can use physical
processing only between like devices. Physical processing operates on volumes,
ranges of tracks, or data sets. For data sets, physical processing relies only on
volume information in the VTOC and VVDS for data set selection, and processes
only that part of a data set residing on the specified input volume.
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Selecting Data Sets by Name or by Characteristic
You can select data sets for DFSMSdss processing by filtering on criteria you
specify. DFSMSdss can filter on fully or partially qualified data set names and on
various data set characteristics.

Filtering by Data Set Names
You can select data sets for inclusion in or exclusion from DFSMSdss processing
based on data set name. Data set names for DFSMSdss filtering can be fully
qualified or partially qualified and can consist of one or more qualifiers.

Filtering by Data Set Characteristics
Besides filtering on data set names to process groups of data sets, you can filter on
data set characteristics, such as:
v Allocation type (cylinder, track, block, absolute track, or movable)
v Creation date (absolute or relative)
v Expiration date (absolute or relative)
v Last-referenced date (absolute or relative)
v Data set organization
v Data set size (number of allocated or used tracks)
v Number of extents
v Whether the data set is single-volume or multivolume
v Whether the data-set-changed flag is on or off
v SMS class names
v Whether a data set is cataloged using the standard catalog search order.

Invoking DFSMSdss
You can invoke DFSMSdss processing through job control language (JCL), ISMF, or
an application program.

Invoking DFSMSdss with JCL
You can use JCL statements to invoke DFSMSdss and to define the data sets that
DFSMSdss needs.

Invoking DFSMSdss with ISMF
You can use ISMF’s menu-driven panels to submit commands to DFSMSdss.
Simply fill in the panels with the values you want, and ISMF generates the JCL.

For more information about ISMF, see “Interactive Storage Management Facility and
SMS-Managed Storage” on page 30. For more information on using DFSMSdss
with ISMF, see the ISMF online help panels and z/OS DFSMS: Using the Interactive
Storage Management Facility.

Invoking DFSMSdss from Your Application Program
You can invoke DFSMSdss from an application program using the application
interface. You can also invoke DFSMSdss to run in a separate address space by
using the cross-memory application interface. This interface allows you, for
example, to specify control variables, and to gather information on free and used
space on a volume or in a data set. Any program that calls DFSMSdss must either
be authorized by APF or must invoke DFSMSdss using the cross-memory
application interface. For more information on APF protection and authorization, see
“Authorized Program Facility Authorization” on page 48.

When you invoke DFSMSdss from an application program, you can provide a user
interaction module (UIM) to interact with DFSMSdss during processing at various
points. The UIM lets you perform the following tasks:
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v Replace, insert, delete, or modify a SYSIN record after DFSMSdss reads it or a
SYSPRINT record when DFSMSdss is ready to print it.

v Replace, insert, delete, or modify a write-to-operator (WTO) message before
DFSMSdss writes it.

v Control processing and gather auditing information for an individual data set
during a logical copy, dump, or restore.

v Control processing for concurrent copy operations.

v Insert statistical records during a logical dump.

v Intercept records being dumped or supply records to be restored.

Using Auxiliary Commands to Control Run-Time Options
Auxiliary commands can control the way DFSMSdss runs. For example, you can
use auxiliary commands to perform the following tasks:

v Start serial task scheduling (the default). DFSMSdss executes only one task at a
time.

v Start parallel task scheduling. DFSMSdss executes two or more tasks
concurrently if the required system resources (such as virtual storage, DASD, or
tape volumes) are available.

v Control how DFSMSdss runs based on the return codes of completed operations.

v Write a message to the system console.

v End your DFSMSdss job after the currently running operations and scheduled
tasks complete.

Printing DASD Data
You can use DFSMSdss to print DASD data to the SYSPRINT data set or to a
sequential data set in print format. The records in the output data set are blocked to
better use DASD space. For data set printing, tracks are printed in the logical
sequence of the data set on the volume, not in the physical cylinder and head
sequence.

You can print the following data:

v A non-VSAM data set specified by a fully qualified name. You need not identify
the data set location.

v VSAM data sets, including key-range data sets at the component level but not at
the cluster level.

v Ranges of tracks.

v All or part of the VTOC. You need not identify the VTOC location.

You can optionally print only the tracks on which read errors occur for any of the
preceding items.

When an error occurs while DFSMSdss is trying to read a record, DFSMSdss tries
to print the record that is in error.

Controlling Access to DFSMSdss Tasks and Data
You can use RACF to protect resources such as DASD volumes, tape volumes, and
data sets against unauthorized access. You can also use RACF to limit the use of
certain DFSMSdss functions to privileged users.

Protecting Data
You can grant access to a data set at the volume level or at the data set level.
DFSMSdss first invokes RACF to check the user’s access authority to the volume.
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If the user has the required RACF authority at the volume level, DFSMSdss does
not check at the data set level. RACF checks at the data set level only if the
following conditions exist:
v The user does not have the required volume level authority.
v The volume is not protected.
v DFSMSdss cannot determine the protection status of the volume.

A data set can be either RACF-protected, password-protected, or both. When the
data set is protected by RACF, DFSMSdss ignores the data set password.

When copying or restoring data, DFSMSdss checks to make sure that users have
sufficient authority to create or overlay the target data sets. In addition, DFSMSdss
tries to protect the target data sets with the same RACF protection as the source
data sets.

DFSMSdss supports the DASD erase-on-scratch attributes defined in the RACF
profile of the data set. For more information, see “RACF” on page 47.

Protecting DFSMSdss Commands and Keywords
By defining the appropriate RACF FACILITY class profile you can protect certain
DFSMSdss commands and keywords against unauthorized use. DFSMSdss
invokes RACF checking to ensure that users have sufficient authority to perform the
function. For more information on the FACILITY class profiles used by DFSMSdss,
see z/OS DFSMSdfp Storage Administration Reference.

Customizing DFSMSdss with Installation Exits
Installation exits provide a way to tailor DFSMSdss during installation. Replace
these exit routines with your own routines to:
v Control or override the authorization checking of protected data sets
v Control the duration of the enqueue of the VTOC
v Verify or change the block size of a reblockable data set
v Specify installation options and defaults.

For more information on DFSMSdss installation exits, see z/OS DFSMS Installation
Exits.
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Chapter 8. Understanding DFSMShsm

DFSMShsm provides automatic management of low-activity and inactive data, and
automatic backup and recovery of active data in both system-managed and
non-system-managed environments. DFSMShsm accomplishes this by providing the
following types of management:

Automatic Storage Management
DFSMShsm is a tool that improves productivity by effectively managing
storage. DFSMShsm uses a hierarchy of storage devices in its automatic
management of data that relieves end users from manual storage
management tasks and improves DASD utilization. For more information,
see “Device Hierarchy” on page 76.

Space Management
DFSMShsm automatically manages DASD space by enabling active data
sets to be kept on fast-access storage devices. DFSMShsm frees available
space on user volumes by releasing over-allocated space, deleting eligible
data sets, and by moving low-activity data sets to lower-cost-per-byte
devices. This ensures that your most expensive storage contains only data
that is being used frequently.

By using DFSMShsm in conjunction with your automatic class selection
(ACS) routines to implement the tape mount management methodology,
you can write multiple output data sets to a single tape, with a single tape
mount. This not only improves tape use, but also greatly reduces the
number of tape mounts required by your installation.

For more information, see “Managing Space” on page 78.

Availability Management
DFSMShsm makes data available by automatically copying new and
changed data sets to backup volumes. If the original data sets are
damaged or accidentally deleted, having backup versions ensures that the
data can be made available. DFSMShsm also provides the ability to back
up aggregate groups of critical data sets and programs that can be taken to
remote locations and used for disaster recovery or other business needs.
For more information, see “Managing Availability” on page 85.

DFSMShsm also provides the secondary host promotion function to
improve data availability in instances where a DFSMShsm host processor
experiences a failure in a multisystem environment. Using the secondary
host promotion function, with a cross-system coupling facility (XCF) in either
a basic or Parallel Sysplex environment, a secondary host can take over
the unique functions that were performed by a failed primary host. The
secondary host promotion function also enables other DFSMShsm hosts to
take over secondary space management functions from either a primary or
secondary host that has failed. If a promoted host also fails, any remaining
host that is eligible for promotion will take over.

DFSMShsm provides a number of functions to support space and availability
management. Full exploitation of DFSMShsm services in DFSMS environments
requires the use of DFSMSdss for certain functions.

This chapter introduces DFSMShsm. It discusses how DFSMShsm can
automatically manage low-activity and inactive data, and backup and recover active
data.
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Device Hierarchy
Device hierarchy is defined as levels of storage devices with each level having its
different access speeds, costs per byte, and storage capacities.

At the top of the device hierarchy is the DASD storage control with its optional,
high-speed, cache storage.

In the middle of the device hierarchy is DASD. Data that needs to be accessed
more frequently is typically stored on DASD.

Removable media is the lowest level in the device hierarchy. It can be used with
optical and tape library data servers for the fastest response time, as well as with
stand-alone optical and tape drives with shelf storage. Removable media has the
slowest initial access time because it stores the data offline; however, it has the
lowest cost per megabyte. The storage capacity of removable media is limited only
by the number of volumes your installation is willing to use and manage. In addition,
volumes can be removed to a remote site to protect them from damage in the event
of a disaster.

Data Hierarchy
DFSMShsm supports advanced concepts in data hierarchy not always found in
similar products. The data hierarchy is comprised of the following types of data:

Active data
Active data is frequently used and seldom migrated data. The data normally
resides on DASD, for fast access, and is in user format. The DASD
containing active data are called level 0 volumes, and they can be
managed by DFSMShsm.

Low activity data
Low activity data is sometimes used, but not often. This type of data is
eligible to be migrated by DFSMShsm, or has already been migrated by
DFSMShsm, to a more cost-efficient type of storage.

Inactive data
Inactive data is data that was dumped or is at the incremental backup level.
Dumps and incremental backups are taken of the active data and of the
DFSMShsm control data sets and journal. These dumps and incremental
backups can then be used to recover data sets, or entire volumes, if they
are lost due to damage or accidental deletion.

Inactive data also includes backups of aggregate groups. These backups
can be transported to a remote site for disaster recovery, or they can be
used for other business purposes.

Using DFSMShsm Control Data Sets
DFSMShsm control data sets are system-type data sets that DFSMShsm uses to
keep track of all DFSMShsm-owned data. They consist of migration, backup, and
offline control data sets. The control data sets are an inventory of low-activity and
inactive data that was stored by DFSMShsm and used to manage its environment.
DFSMShsm logs its transactions and maintains multiple backup versions of its
CDSs for recovery purposes as specified by the user. CDSs can be larger than 4
gigabytes.
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The CDSs can be accessed in record-level sharing (RLS) mode. VSAM KSDS
extended addressability (EA) format is supported for CDSs when accessing the
CDSs using RLS. Accessing the control data sets in RLS mode allows DFSMShsm
to exploit Parallel Sysplex technology and to benefit from the serialization features
of the coupling facility when performing functions on two or more processors.

When updating the CDSs in a sysplex environment with more than one HSMplex,
DFSMShsm offers GRSplex serialization to avoid contention between processing in
each HSMplex. Other functions, such as level 1 to level 2 migration, can benefit by
avoiding contention when running concurrently in two or more separate HSMplex
environments in the same GRSplex.

DFSMShsm-owned Volumes
DFSMShsm-owned volumes contain low-activity and inactive user data sets that
were moved (migrated data) or copied (dumped and backed up data) into the
DFSMShsm-owned portion of the storage hierarchy. The data is stored in a
space-saving format. The data stored in a space-saving format is not directly
accessible by users, but must be returned to a level 0 volume in user format before
users can access it. Information about DFSMShsm-owned data is recorded in the
inventory maintained in the DFSMShsm control data sets.

Low-activity data is stored on migration level 1 (ML1) and migration level 2 (ML2)
volumes. The DFSMShsm automatic management of ML1 and ML2 volumes can be
supplemented by DFSMShsm commands to manage them manually.

Backup tapes contain the backup copies of data sets placed there on a daily basis.
Spill backup tapes contain data moved from backup volumes as a result of recycle
processing. The data is written in a DFSMShsm space-saving format.

The recycle function is a tape consolidation process performed on ML2 and backup
tapes that become sparsely populated with valid data.

Dump tapes contain all the data of a physical volume and are written in a
DFSMSdss space-saving format.

Several dumps from different DASD volumes can be automatically stacked onto a
single tape.

Aggregate data tapes contain user-defined groups of data sets that were copied by
aggregate backup for recovery at a remote site.

Aggregate control tapes can contain control information, data from level 0 DASD,
data from ML2 and user tape, and instruction and log data.

ML2 and backup tapes can have alternate tapes. The alternate tapes are produced
by either duplicating the original tapes, or by using the duplex tape function to
concurrently create a copy when the original ML2 or backup tapes are created.
Alternate tapes provide site disaster protection, supplementing the ABARS
(aggregate backup and recovery support) aggregates and protecting against media
damage.
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Managing Space
You can use DFSMShsm to keep DASD space available for users in order to meet
the service-level objectives for your system. DFSMShsm can automatically and
periodically move low-activity data sets from user DASD volumes to
DFSMShsm-owned volumes. DFSMShsm also reduces the space occupied by data
on both the user DASD volumes and the DFSMShsm-owned volumes.

To provide you with more control, daily space management is divided into automatic
primary and automatic secondary space management functions. Each of these
functions can have a processing cycle. Each can be started at a specified time of
day and end when all data that is managed by DFSMShsm is processed, or end
when the ending time of day (storage administrator specified) is reached.

Utilizing Automatic Primary Space Management
During automatic primary space management, DFSMShsm can process a maximum
of 15 volume migration tasks concurrently. This activity consists of the deletion of
temporary data sets, deletion of expired data sets, and the release of
unused/overallocated space, and migration. Each task processes its own separate
user DASD volume. The storage administrator selects the maximum number of
tasks that can run simultaneously, and specifies which days and the time of day the
tasks are to be performed.

Figure 11 on page 79 shows the migration paths of data sets managed in
system-managed and non-system-managed environments.

Processing System-managed Volumes
If a volume is system-managed, DFSMShsm uses the storage group’s threshold of
occupancy as a measure of how much free space to provide. The volumes
processed are those in storage groups having the automatic migration attribute.
Storage groups can also be used to restrict the processing to a single system or a
system group.

DFSMShsm manages each data set on a volume according to the management
class attributes associated with the data set. As the different data sets are
encountered, DFSMShsm performs the following operations:

v Deletes temporary data sets that are unintentionally left at the end of the job.

v Deletes data sets that have an explicit or implicit expiration date. (If the data set
has no explicit expiration date, it is controlled by the management class
attributes. The storage administrator can control whether DFSMShsm deletes
expired data sets having explicit expiration dates.)

v Releases overallocated space as determined by the management class option for
system-managed data sets.

v Migrates system-managed data sets from DFSMShsm-managed level 0 volumes
to ML1 or ML2 volumes. (Only those data sets that have not been referred to for
at least as many days as is specified in the management class are migrated, and
only until the low threshold of occupancy is reached for the volume. However,
generation data groups can be given criteria for migration based on their relative
generation number rather than on their inactive age. )

v Reduces the extents of all eligible data sets during migration, according to
parameters specified by the storage administrator.)
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Processing Non-System-Managed Volumes
Figure 11 also shows automatic volume and secondary space management:

If a volume is non-system-managed, DFSMShsm manages each data set on a
volume according to the attributes of the volume on which the data set resides. As
each volume is encountered, DFSMShsm deletes the following data:

v Temporary utility and list data sets to free space. The storage administrator can
specify the parameter that controls deletion of the list and utility data sets.

v Expired data sets that have an explicit expiration date. The storage administrator
can control whether DFSMShsm deletes expired data sets having explicit
expiration dates.

Figure 11. Automatic Volume and Secondary Space Management

Chapter 8. Understanding DFSMShsm 79



The kind of volume processing used is specified by DFSMShsm parameters for
each volume. In addition, as each non-system-managed volume is encountered,
DFSMShsm only performs one of the following volume management tasks:

v Deletes all eligible data sets that reach a specified inactive age and that are not
protected by an unexpired expiration date.

v Retires all eligible data sets that reach their specified inactive age and that have
a current backup version. The current backup version is then flagged to prevent
inadvertent deletion of the data set.

v Migrates eligible data sets to ML1 or ML2 volumes. Two kinds of volume
processing are supported during migration: level-of-occupancy threshold and age,
or age alone.

v Reduces the extents of all eligible data sets during migration, according to
parameters specified by the storage administrator.

Using Automatic Secondary Space Management
Automatic secondary space management prepares the computing system for the
automatic primary space management work load by freeing space on
DFSMShsm-owned volumes. Secondary space management deletes expired
migrated data sets and migrates eligible data sets from ML1 volumes to ML2
volumes. The storage administrator specifies the day in the cycle and the time of
day that automatic secondary space management is to be performed.

Invoking Automatic Interval Migration
Automatic interval migration is an option that invokes migration when
DFSMShsm-managed volumes become full during high-activity periods. If the
storage administrator chooses this option, DFSMShsm automatically checks the
level-of-occupancy of all DFSMShsm-managed volumes periodically. If any volume’s
level of occupancy exceeds a given threshold, DFSMShsm automatically performs a
subset of the space management functions on the volume. The threshold you select
should be one that would be exceeded only when your installation’s activity
exceeds its usual peak. For those volumes requiring interval migration, DFSMShsm
can process up to 15 volume migration tasks concurrently.

During automatic interval migration on a volume, the expired data sets are deleted,
then the largest eligible data sets are moved first so that the level of occupancy
threshold can be reached sooner. Data sets are not migrated from ML1 to ML2
volumes during interval migration.

For system-managed volumes, DFSMShsm uses the level-of-occupancy thresholds
established for the storage group to perform this function.

For non-system-managed volumes, DFSMShsm uses the level-of-occupancy
thresholds established for the DFSMShsm-managed volume to perform this
function.

Using Automatic Recall
This recall process returns a migrated data set from a ML1 or ML2 volume to a
DFSMShsm-managed volume. When a user refers to the data set, DFSMShsm
reads the system catalog for the volume serial number. If the volume serial number
is MIGRAT, DFSMShsm finds the migrated data set, recalls it to a
DFSMShsm-managed volume, and updates the catalog. The result of the recall
process is a data set that resides on a user volume in a user-readable format. The
recall can also be requested by a DFSMShsm command.
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Figure 12 shows the recall paths of data sets managed with and without
system-managed storage.

For system-managed environments, DFSMShsm invokes the automatic class
selection routines to determine whether a data set should be recalled as managed
with or without system-managed storage. Automatic class selection chooses the
storage group to which the data set is recalled. The system chooses the specific
volumes where the data set will reside, from the storage groups.

For non-system-managed environments, DFSMShsm returns a migrated data set to
the DFSMShsm-managed volume with the most free space or to a specified target
volume.

Figure 12. Automatic Recall
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Saving Space on DFSMShsm-Owned Volumes
DFSMShsm can save space on migration volumes with its space-saving functions.
DFSMShsm generally moves and copies only used, not overallocated, space to its
migration volumes. The following list represents the space-saving functions:
v Data compaction
v Small data set packing
v Partitioned data set compression
v Reblocking of user data sets
v Optimum blocking of data on owned DASD
v Tape recycle
v Fast subsequent migration

These DFSMShsm functions are available in system-managed and
non-system-managed environments.

The combined effects of these space-saving functions can be significant. For
example, small data set packing with data compaction can allow up to 24 small
data sets to occupy a single DASD track on ML1. A DASD track can contain no
more than one data set, under normal conditions. Compaction and optimum DASD
blocking can result in additional space savings for data sets too large for small data
set packing.

Data Compaction
DFSMShsm can save space on DFSMShsm-owned volumes by compacting each
data set as it is processed. The data compaction functions are available with or
without using the DFSMSdss component of DFSMS as the data set mover.
DFSMShsm can compact data during data set backup and migration, or by using
DFSMSdss compression during physical volume dumps and aggregate backup.

You can also utilize the compaction algorithms of tape devices, such as the IBM
3480, 3490, 3490E, and 3590-1 to compact tape data.

The IBM RAMAC Virtual Array Subsystem also provides its own data compaction,
making compaction by either DFSMShsm or DFSMSdss unnecessary.

Data compaction is transparent to users and application programs and occurs
during automatic or command processing of data sets or volumes. DFSMShsm
automatically decompacts data sets during recall operations, even if your installation
later decides to disable data compaction.

Note: The compaction provided by the improved data recording capability can be
used in conjunction with sequential access method (SAM) compression,
virtual storage access method (VSAM) compression, and DFSMShsm
software compaction. However, DFSMShsm software compaction is
bypassed if a data set uses SAM or VSAM compression.

Small Data Set Packing
Small data set packing (SDSP) saves space on ML1 volumes by writing small data
sets (fewer than 800 KB) as records in a VSAM data set called an SDSP data set.
The space saving occurs because the DASD data set allocation requires allocation
in full tracks. SDSP lets you give those data sets allocation in 2093-byte units.

Storage administrators can specify the size of data sets eligible to migrate to SDSP
data sets in kilobytes or tracks. The storage administrator must specify which ML1
volumes have SDSP data sets.
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For system-managed data sets managed, management class attributes can keep
the data set on ML1. For non-system-managed data sets, DFSMShsm provides a
subsequent migration exit that can be used to keep small data sets in SDSP data
sets.

Partitioned Data Set Compression
Partitioned data set compression reduces the allocated space for a data set as
members are deleted or replaced. Users sometimes hesitate to compress their
partitioned data sets because the operation is annoying and time-consuming.
DFSMShsm provides a safe and automatic method of compressing partitioned data
sets during space management by doing migration and recall when the partitioned
data set exceeds a certain number of extents.

DFSMShsm maintains user information that is in partitioned data set directories
when it performs partitioned data set compression.

User Data Set Reblocking
During recall and recovery, the process of reblocking user data sets changes the
number of records in a physical block and thereby uses the space on the DASD
user volume more efficiently. Data movement using DFSMShsm reblocks physical
sequential data sets. Data movement using DFSMSdss reblocks physical sequential
and partitioned data sets.

The storage administrator can control data set reblocking during recall and recovery
by using the data set reblocking exit.

Optimum Blocking of Data on DFSMShsm-owned DASD
Optimum blocking of data is an option that saves space on DFSMShsm-owned
DASD volumes by using an optimum block size for storing the maximum data on
each track. The optimum block size is determined, based on the device type of the
DASD device.

Tape Recycle
Data on tapes is invalidated over time by the expiration or recall of migrated data
sets or the generation of more recent backup data sets. DFSMShsm provides the
capability of recycling backup or migration tapes when they contain less than an
installation-defined percentage of valid data. Recycling transfers the valid data sets
from these tapes and consolidates the data onto fewer tapes, thus leaving the
recycled tapes available for reuse. Tape recycle can also be used to move data
from one tape technology type to another. Options are available to select input
tapes by volume serial ranges, which can be used to identify tapes of a given
technology.

Tapes eligible for recycle processing are logically sorted, with those containing the
least amount of valid data (per cartridge type, standard or enhanced capacity)
processing first. This provides the highest number of tapes being returned for reuse
early in the recycling process.

To facilitate rapid recycle processing, up to 15 tape-processing tasks can run
simultaneously on a processor, with multiple tape buffers being used for improved
throughput. The number of recycle tape-processing tasks can be changed
dynamically, even during recycle processing, to any number from one to 15. This
lets you free up tape drives for uses other than recycle processing, should the need
arise.
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For efficiency:

v An input tape drive allocated for the recycle of a tape, or of a connected set of
tapes, remains allocated until all input tapes are processed.

v Recycle processing can be set to automatically quiesce when a predefined net
number of tapes are returned to scratch.

v The RECYCLE TAPELIST command can generate a list showing which tapes will
be selected for recycle processing. For customers that have manual tape
operations, the TAPELIST option on recycle will generate a pull list in groups that
are sorted in alphanumerical order, and a mount list in groups that are sorted by
amount of valid data.

Dump tapes and ABARS tapes can be reused automatically without recycle; dump
tapes when they reach the end of their retention period, ABARS tapes when they
reach an expiration date, or when aggregate roll-off occurs.

If data in single-file format on a backup or ML2 tape is overwritten or becomes
unreadable, DFSMShsm can retrieve all the undamaged data from that tape.

Utilizing Fast Subsequent Migration
The fast subsequent migration function allows unchanged data sets that are
recalled from ML2 tape to be reconnected to the same ML2 tape. Data sets must
meet standard migration eligibility checks as well as a reconnectability check to be
eligible for reconnection. The fast subsequent migration function occurs for
non-VSAM (virtual storage access method) data sets and for VSAM data sets that
have no defined alternate indexes or paths.

Once a data set that is recalled from tape meets normal eligibility criteria, the fast
subsequent migration (a fast remigrate) occurs during volume migration. Fast
subsequent migrations occur ahead of migrations that cause data movement.
Because the data is still on tape from the previous migrate, the fast subsequent
migration involves both creating and updating DFSMShsm control records. It does
not involve moving the data to tape.

Reconnection can occur during individual data set migration or during volume
migration. Storage Management Subsystem (SMS) and non-SMS data sets are
supported; however, reconnections are only supported in a SETSYS
USERDATASETSERIALIZATION environment.

Managing Space Manually
The direction of space management is toward fully-automatic operations.
Occasionally, during transition to a system-managed environment or until all data
can be managed consistently, certain operations must be performed outside of the
policies and parameters that establish an automatic operation.

For example, a level 0 volume not yet managed by DFSMShsm might be out of
space, or a user might want to explicitly delete a backup version that is no longer
needed. To provide for these conditions, DFSMShsm has a set of commands that
can be used to perform space management functions on both individual data sets
and volumes. There are also commands to query DFSMShsm and to perform
functions that are infrequent or have not been made completely automatic.
DFSMShsm provides commands intended for use by storage administrators,
operators, and end-users. For more information, see “Protecting DFSMShsm
Commands and Parameters” on page 101.
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Adding New DASD to a System
DFSMShsm provides a command to allow the storage administrator to move all of
the data from a DASD migration volume to other migration volumes. This command
makes it practical to clear a DASD migration volume so that it can be replaced with
a different type of storage device. You can also use this command to empty a
DASD backup volume.

For information about converting your level 0 volumes to new DASD, see “Copying
and Moving Data to Meet Changing Storage Requirements” on page 66.

Managing Availability
Availability management must ensure that a current backup copy of a data set, a
volume, or a set of application data sets is available for recovery at a point in time.
To accomplish this objective effectively requires that planning be done from the
viewpoint of recovery. What is needed to recover from a logical error or physical
loss of a data set? Of a volume? Of all the data sets associated with critical
applications? Of all the data sets at a particular computing facility?

DFSMShsm availability management provides recovery of the following data:

v Critical user applications at remote sites in the event of a physical loss of the
computing facility

v User data sets and volumes at the local site in the event of a logical or physical
loss

v DFSMShsm control data sets and journal

To protect your investment in application programs and data, use aggregate
processing as your disaster survival solution. Rather than managing disaster
survival by dumping and restoring volumes, aggregate processing manages disaster
survival by copying the data sets belonging to an application, along with relevant
control information, on a set of portable device-independent tape data and control
files. Thus, critical applications can be recovered at one or more remote sites.

To protect your investment in people and increase the productivity of personnel, use
DFSMShsm to invoke and manage DFSMSdss physical volume dump in
conjunction with DFSMShsm incremental backup functions. This combination
reduces the frequency of volume dumps but maintains its currency. See
“Recovering User Data Sets and Volumes” on page 87.

Utilizing Critical User Applications
You can use DFSMShsm to backup and recover your critical applications. If more
than one remote site is available for recovery, then concurrent recovery might be
possible. The planning process must review the recovery process to determine
which data sets should be defined in each aggregate to be managed as a single
entity.

Backing Up Aggregate Groups
Aggregate backup and recovery is a process to back up and recover any
user-defined group of data sets that are vital to your business. Up to 64 ABARS
commands can run concurrently. Users can automate the aggregate backup
process by having a DFSMShsm assembler macro submit the ABACKUP
command. For more information about aggregate groups, see “Defining Aggregate
Groups for Disaster Backup and Recovery” on page 26.
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These data sets are identified as an aggregate group defined with the DFSMS
ISMF panels. DFSMShsm uses the data set lists, along with other control
information stored in the associated aggregate group and management class, to
manage the aggregate backup process.

DFSMShsm works with the other functional components of DFSMS to provide
enhanced backup and recovery capabilities for aggregate groups. When you define
the aggregate group, you specify characteristics of that group in its management
class. You can specify, for example, how many copies of each backup version you
want. The backup copies are managed according to the aggregate group attributes
you define in the management class. You can use the same management class
attributes for multiple aggregate groups whose backup copies have the same
management needs. The attributes assigned to an aggregate group are tracked by
the aggregate backup and recovery function and can be used to create the proper
environment at the recovery site.

The DFSMS functional component DFSMSrmm can be used to track the movement
of the aggregate backups, further automating your disaster backup process. See
“Chapter 10. Managing Removable Media with DFSMSrmm” on page 103.

Figure 13 shows the movement of data sets during aggregate backup.

Figure 13. Aggregate Backup
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Three types of aggregate backup tape files are created: an aggregate control file,
an instruction/activity log file, and aggregate data files. The aggregate control file
contains information needed at the remote site to recover the data sets. The
instruction/activity log file contains either a copy of the instruction data set, a copy
of the ABACKUP activity log, or both. The instruction data set contains instructions
or other information to assist people in recovering and running the application. The
aggregate data files contain the data sets you want to recover and can come from
level 0 DASD, migrated data, or user tape files.

Included in the control file information is the amount of storage required at each
hierarchy level to recover the aggregate data sets. This information is automatically
generated during backup processing.

You can adjust the performance of ABACKUP processing when dumping level 0
DASD by specifying whether you want one, two, or five tracks read at a time, or
one cylinder at a time. You can also specify that ABACKUP output files from a
single aggregate group are to be stacked on a minimum number of tape cartridges.

Recovering Aggregate Groups
During aggregate recovery, the backed-up data sets are recreated at the recovery
site. Data sets backed up as migrated data sets can be returned to the same level
as when backed up, or they can all be recovered to ML1 DASD or to ML2 tape.
SMS-managed generation data sets being recovered to level 0 DASD can be
recovered with a status of deferred, active, rolled off, or source, where source
means restoring the data set to the status it had when backed up. All data sets
backed up from user volumes are returned to user volumes.

A generation data group (GDG) base can be defined at the recovery site without
having to back up any of the generation data sets (GDSs). The GDG base name is
defined, if one does not already exist, during ARECOVER processing, and before
any GDSs are recovered.

During aggregate recovery processing, the aggregate backup volumes can be
automatically defined to RACF if the appropriate DFSMShsm commands are
specified and if RACF is active at the recovery site.

If data set name conflicts arise during aggregate recovery, a large variety of
resolution options are available to handle the conflicts. Among the options are
renaming all data sets with a new high-level qualifier, renaming only certain data
sets with a new high-level qualifier, renaming data sets prior to recovery from the
aggregate backup files, replacing the existing data set with the new data set, and
bypassing the recovery of certain data sets. There is also a conflict resolution data
set that can be edited by the user to handle conflicts that are not resolved by any of
the other options. An edited conflict resolution data set can be used by subsequent
aggregate recover processing to resolve conflicts.

To aid the user in the aggregate recovery process, two messages are produced:
one to let the user know which data sets were successfully recovered, and the
other to let the user know which data sets failed recovery.

Recovering User Data Sets and Volumes
User data sets and volumes must be recovered for reasons other than disaster
survival. DFSMShsm availability management uses the DFSMShsm incremental
backup process, inline backup, and automatically invokes the DFSMSdss full
physical volume dump process as a means of ensuring that the latest version can
be recovered.
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Automatic Invocation of DFSMSdss Full Volume Dump
DFSMShsm automatically invokes DFSMSdss functions to dump
DFSMShsm-managed user volumes and ML1 volumes. Each DFSMShsm-managed
and ML1 volume can be assigned a dump class that defines the following:
v When and how to dump the volume
v How often to dump the volume
v How long to keep the dump copy

DFSMShsm can dump up to five concurrent copies of a volume in five dump
classes. At least two concurrent copies are required to provide an on-site and an
off-site dump tape. Each group of up to five concurrent copies of a volume is known
as a generation. DFSMShsm maintains up to 100 generations of each volume.

DFSMShsm can dump up to 15 volumes concurrently. Each dump task selects its
own dump tapes. The storage administrator selects the maximum number of
concurrent tasks allowed.

DFSMShsm creates and maintains an inventory of the dump copies created.
Figure 14 shows the dump paths of data sets managed with and without SMS.

Figure 14. Automatic Dump and Restore
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For system-managed volumes, DFSMShsm uses the automatic dump attributes and
dump class names specified in the storage group definition.

For non-system-managed volumes, DFSMShsm uses the volume automatic dump
attribute and dump class names specified for the volume.

Automatic DFSMShsm Incremental Backup
Backup of only new or changed user data sets is known as incremental backup.
Automatic incremental backup ensures that up-to-date copies of new and changed
data sets exist in case the original data sets are damaged or accidentally deleted.
On the days and at the time specified by the storage administrator, DFSMShsm
automatically copies new and changed data sets on DFSMShsm-managed volumes
to DASD or tape backup volumes.

The DFSMShsm copy is a backup version that resides in an optionally compacted,
device-independent format on a lower-cost-per-byte storage device. End-users can
recover their own data sets without intervention by a storage administrator.

During the backup process, DFSMShsm prevents anyone from updating the data
while the data set is being copied, unless the data set is backup-while-open eligible.
If the data set is backup-while-open eligible, DFSMShsm invokes DFSMSdss to
perform the incremental backup, but the data set change indicator is not reset, so
the data set gets backed up again the next time backup is performed. DFSMShsm
records the location of the backup version in its backup control data set and
maintains records of its tape volumes in the offline control data set.

DFSMShsm can back up a maximum of 15 user volumes concurrently. Each
incremental backup task selects its own daily backup volume, either tape or DASD.
The storage administrator selects the maximum number of concurrent tasks.

DFSMShsm allows automatic retention of up to 100 backup versions of each data
set. DFSMShsm has the capability to determine and delete those backup versions
that are no longer needed according to criteria supplied by the storage
administrator.

Automatic incremental backup performs the following tasks:

v Backs up user data sets on volumes assigned the automatic backup attribute.

v Moves user backup versions created by command from temporary storage on
DASD ML1 volumes to tape backup volumes.

v Backs up user data sets that migrated to DASD ML1 volumes with their change
bits on. The change bit being on indicates that the data set was changed since it
was last backed up.

v Backs up the DFSMShsm control data sets and journals as a synchronized set.

Figure 15 on page 90 shows the backup paths of data sets managed with SMS and
without SMS.
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For system-managed volumes, DFSMShsm uses the storage group automatic
backup attribute to determine what volumes to back up, and the management class
attributes to determine whether to back up a data set and, if so, how often to back it
up. After the data set is backed up, DFSMShsm determines from the management
class attributes how many versions to maintain and how long to keep them.

For non-system-managed volumes, DFSMShsm uses the volume attributes to
determine what volumes to back up. If DFSMShsm’s automatic backup attribute is
active for the volume, all data sets requiring backup are backed up.

Performing Inline Backup
You can back up a data set during job processing by invoking DFSMShsm to
perform inline backup.

DFSMShsm provides two distinct methods to perform inline backup. Each has its
benefits over the other. The first method uses the HBACKDS command in a TSO

Figure 15. Automatic Incremental Backup

90 z/OS V1R3.0 DFSMS Introduction



Terminal Monitor Program (TMP) batch job step. This allows for data set filtering
using % and * characters for masking, and provides an option to only perform the
backup if the data set was modified since the last backup was taken by
DFSMShsm. The second method is to use the ARCINBACK program in a batch job
step. Each data set is identified by a unique DD statement and supports the use of
JCL name substitution and relative data flow diagram names. The second method
can be used while the job has an exclusive enqueue on the data set, for example, if
it was created by an earlier job step.

You can request inline backup copies by placing the appropriate statements in a job
step. The copies are created by DFSMShsm incremental backup during processing.
Inline backup writes the backup version on a ML1 DASD volume to minimize
unplanned tape mounts. The backup versions can be moved from ML1 to
incremental backup volumes automatically during incremental backup processing, or
by command.

Recovering Data Sets
Data set recovery is the process of copying a backup version back to a user DASD
volume. Anywhere from one to 64 individual data set recovery tasks can be
performed concurrently, as defined by the installation.

A DFSMShsm-authorized storage administrator can enter a data set recover
command to perform the following recovery tasks:

v Recover the latest data set version of any data set implicitly from a dump or an
incremental backup volume

v Recover an explicit data set version from a dump or an incremental backup
volume

End-users can enter data set recover commands to recover only their own data
sets, either the latest, or a specific version. The data recovered can come from
either dump or incremental backup volumes.

Recovering DASD Volumes
Volume recovery is the process of copying all data back to a user DASD volume.

A DFSMShsm-authorized storage administrator can enter a volume recover
command to perform the following recovery tasks:

v Restore a volume from the DFSMSdss dump copy with an option to recover
individual data sets to the level of the most recent DFSMShsm incremental
backup data set versions. This option scratches restored data sets that are now
invalid because they:
– Migrated or were scratched after the dump copy was made
– Are uncataloged but have the same name as a cataloged data set

v Restore the volume only from the DFSMSdss dump copy

v Recover the volume only from the DFSMShsm incremental backup data set
versions

The multitasking capabilities of individual data set recoveries can speed volume
recoveries when incremental data set backup versions are being used in the
recovery process. The incremental backup data sets are scheduled to be processed
by data set recovery tasks, rather than being processed by the volume recover
task. If more than one volume is being recovered, the incremental data set recovery
requests for one volume can be scheduled, and the recovery process can
immediately begin on the next volume, lessening the time needed for the total
recovery process.
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Recalling Data Sets using the Common Recall Queue
Each host in an HSMplex can add, scan, select, and remove recall requests when
utilizing the common recall queue (CRQ). When a host selects a request from the
CRQ, it processes it as if the request were its own.

Another advantage of the CRQ is the reduction in the number of tape mounts. One
HSM host can process recalls that originate from other HSM hosts (recalls are on
the same tape). The CRQ provides the following enhancements to recall
processing:

v Workload balancing

v Priority optimization

v Tape mount optimization

v Request persistence

v Flexible configurations

v HSMplex-wide information gathering

Figure 16 shows an overview of the common recall queue. All hosts can process
requests from the shared queue where they have been placed.

See z/OS DFSMShsm Storage Administration Reference for more information on
the common recall queue.

Maintaining the DFSMShsm Control Data Sets and Journal
To protect your inventory of backed up and migrated data, the three DFSMShsm
control data sets and journal are backed up as a synchronized set at the start of
automatic incremental backup. DFSMShsm maintains a user-specified number of
backup and journal generations. The journal, a record of all transactions posted to
the control data sets between backups, is used in the recovery process to update
the recovered control data sets to the point-of-failure.

Figure 16. The Common Recall Queue
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Although DFSMShsm provides the necessary facilities for recovering the control
data sets, you can significantly improve the performance of recovery by using
DFSORT to sort the journal before applying the journal changes to the control data
sets. For more information on using DFSORT, see DFSORT Application
Programming Guide R14.

Managing Availability Manually
In addition to automatic operations, DFSMShsm provides commands to perform
availability operations on volumes and on data sets. The following tasks can be
accomplished by command:
v Deletion of expired backup versions
v Duplication of DFSMShsm tapes (called alternates)
v Replacement of DFSMShsm tapes by alternates
v Volume dump
v Volume backup
v Data set backup

Some of the tasks can be started automatically or by command. Some can be
started only by command.

Deleting Expired Backup Versions
One DFSMShsm command can determine expired backup versions of data sets
and delete them. Management class attributes are used to determine which expired
backup versions of system-managed data sets are to be deleted. The management
class attributes specify:

v The number of backup versions of existing data sets to keep

v The number of backup versions of deleted data sets to keep

v The number of days that versions other than the most recent, limited by the
maximum to be kept, are allowed to be kept

v The number of days the last remaining backup version should be kept after
DFSMShsm has determined that the user data set has been deleted

Deletion of expired backup versions of non-system-managed data sets is
determined by parameters of the command. The command parameters can be used
to delete the following:

v Backup versions of cataloged data sets after the specified number of days have
elapsed since DFSMShsm determined that the user data set was deleted

v Backup versions of uncataloged data sets after the specified number of days
have elapsed since the creation of the version

v Backup versions of retired data sets after the specified number of days have
elapsed since the creation of that version

Duplicating DFSMShsm Tapes
Automatic and command dumps provide for offsite storage of data from level 0 and
ML1 volumes, but not for backup and ML2 data that was written to tapes. Off-site
protection of data sets can be done with aggregate backup, volume dumping and
TAPECOPY, or by using the duplex tape function.

DFSMShsm provides a command that allows the storage administrator to copy
migration and backup tapes. The copies can provide for off-site storage or
protection from media damage. To prepare backup copies of DFSMShsm backup
and migration tapes for offsite storage, DFSMShsm-authorized users can enter a
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single command to cause DFSMShsm to make alternate copies of full,
cartridge-type, single-file tapes. Options exist to copy all such DFSMShsm tapes, all
ML2 tapes, or all backup tapes for which no alternate tape exists. Options also exist
to copy a list of tapes, regardless of whether an alternate copy exists or whether
the volumes are full.

DFSMShsm associates each alternate tape volume with the volume from which it
was duplicated. If a volume that has an alternate volume is duplicated again, the
old alternate volume is disassociated from the original volume and is replaced by
the new alternate volume. Thus, DFSMShsm keeps records for only one alternate
copy of each volume.

When an original volume becomes empty or is deleted from DFSMShsm control,
any associated alternate volume is deleted from DFSMShsm’s records. You can use
the DFSMSrmm component to manage the movement of alternate copies to an
offsite location.

The DFSMShsm duplex tape function provides an alternative to the TAPECOPY
function. The duplex tape function allows you to concurrently create two copies of
backup and migration cartridge tapes. One copy becomes the original, the other the
alternate tape. The alternate tape can be created onsite and moved to a remote
location, or it can be written to a remote location. Both tapes must be created on
tape drives and cartridges of the same type, such as 3490 tape drives with
extended capacity cartridge storage tapes. The tapes are compatible with the tapes
created by the TAPECOPY function.

Replacing DFSMShsm Tapes with Alternates
If a DFSMShsm original backup or ML2 tape is damaged, the data from that tape
can be retrieved from the alternate tape. A DFSMShsm-authorized user can enter a
command that causes DFSMShsm to replace the references in its inventory to the
original tape with the references to the alternate tape. Thus, when DFSMShsm
refers to the data that was on the original tape, the data is retrieved from the tape
that is the new original but was the alternate tape.

DFSMShsm also provides a function called disaster alternate. Disaster alternate
allows a much faster form of tape replacement than previously existed. Should a
true disaster occur, the user enters a command to cause DFSMShsm to flag all
existing alternate tapes as disaster alternates and then another command to set
DFSMShsm to run in disaster mode. When in disaster mode, each data set recall
and recover causes an extra check of the volume record to see if a disaster
alternate tape should be substituted for the original. Disaster alternate also allows
an installation to test their disaster plan much more quickly than was previously
possible.

Performing Volume Dump
During volume dump, DFSMShsm uses a DFSMSdss function to back up the entire
allocated space on a level 0 or DFSMShsm-owned volume. Volume dumps can only
be performed by DFSMShsm-authorized users.

Requesting Volume Backup
To request a backup of some or all data sets on a volume managed by
DFSMShsm, all primary volumes, or a user volume not managed by DFSMShsm,
DFSMShsm-authorized users can enter a command to back up an entire volume.
Keywords in the command let the user specify whether to back up every data set
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on the volume or whether to back up data sets selected from the criteria specified
in the keywords. Although the command is available to back up every data set on
the volume, the use of a command dump usually provides better performance for
such an operation.

Only DFSMShsm-authorized users can enter a command to back up a level 0
volume.

Requesting Data Set Backup
To request a copy of a specific data set from a mounted volume, users can enter a
BACKDS command to a specific data set. DFSMShsm backs up the data set but
temporarily stores it on a ML1 volume. The data set does not have to reside on a
volume managed by DFSMShsm.

For SMS-managed data sets, a management class backup attribute determines
whether data sets in the management class are allowed to be backed up by
command.

Utilizing Data Set Backup Enhancements
The data set backup enhancements support up to 64 data set backups per
DFSMShsm image. Data sets can also be backed up directly to tape. A new
concurrent copy keyword can be used to notify you when logical end is received. It
also allows you to override the management class, concurrent copy constructs, and
to request concurrent copy for non-SMS data sets. Enhancements to data set
backup allow storage administrators to define whether tape, ML1 DASD, or both,
are used as target output devices.

Tape takes longer from initial selection to first write than DASD, but is potentially
faster in data throughput. DASD takes less time to become available because there
is no mount delay, but the throughput is potentially less than it is for tapes.
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Chapter 9. DFSMShsm Facilities

To support the principal functions of space management and availability
management, DFSMShsm provides and uses a number of facilities that make
DFSMShsm more efficient and convenient to use.

This chapter describes what these facilities are and how they can be used.

Using Storage Groups and Volume Pools
DFSMShsm processes system-managed DASD volumes in SMS pool storage
groups. A pool storage group is a set of volumes with free space threshold and
paths to the systems within the complex. Requests of data sets that have common
storage requirements can more easily be satisfied by placing volumes in a storage
group.

In a multiple-processing-unit environment, storage groups can be defined to allow
DFSMShsm automatic functions to be performed for specific storage groups by
specific processing units. This is in contrast to allowing storage groups to be
processed by all processing units in a multiple-processing-unit environment.

DFSMShsm continues to support volume pools that are not managed by the
Storage Management Subsystem. Volume pools depend on the volume from which
the data set last migrated. If the volume from which the data set last migrated is a
member of a pool, DFSMShsm recalls the data set to any online volume in the
pool. If the volume from which the data set migrated is not a member of a pool,
DFSMShsm uses its nonpooling algorithms for recalling the data set.

Volume pooling allows the inclusion of individual applications or group volumes
under DFSMShsm control. It provides the capability to manage independent pools
of volumes according to specific, installation-defined requirements. Volume pooling
also allows the gradual placement of more volumes into a larger pool, thus
benefitting from the increased performance, improved DASD space utilization, and
additional flexibility of the larger resource. This gives the installation the opportunity
to reevaluate its current pooling structures for possible consolidation, while still
taking advantage of the automated space management features of DFSMShsm.

Using Tape
DFSMShsm takes advantage of the single-file format and the compaction
algorithms available on cartridge-type devices, such as the IBM 3480, 3490, 3490E,
and 3590-1. The single-file format allows for better performance and utilization of
cartridges since they can contain hundreds or thousands of data sets on a single
tape cartridge. DFSMShsm uses the capacity of the cartridges and provides ways
to handle contentions for different data sets residing on the same cartridge.

DFSMShsm creates backup and migration output for tapes in single-file format and
supports only cartridge-type tape devices for the output. The CDS backup, the
dump, and the ABARS functions support both reel-type and cartridge-type tapes for
their functions. Data sets that have been backed up or migrated to reel-type tapes,
or that are in multi-file format, can still be recovered or recalled from those tapes.
Reel-type tapes can also be recycled by DFSMShsm, with the new tapes being
created as cartridge-type tapes.
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Specifying Tape Utilization
DFSMShsm allows you to specify the desired level of tape utilization (fullness) for a
backup or migration tape volume written in single-file format. You can use the full
tape volume, meaning that DFSMShsm writes until reaching the physical
end-of-volume (EOV). However, the recommended method is to specify a
percentage to indicate how much of the tape should be used before considering it
full. DFSMShsm then forces a logical end-of-volume with this method. The
DFSMShsm default is to fill the tapes 97% full. By filling a tape only 97% full, you
allow for slight variances in capacity between two similar tape cartridges, should
you want to copy the entire cartridge to another cartridge. The second cartridge
could then be used as an alternative source of the data should the first cartridge
become damaged or unavailable.

Marking Partially-Filled Tapes as Full
When a backup or migration task ends, the last tape is usually only partially filled.
When new processing begins, DFSMShsm selects that last partially-filled tape on
which to continue processing. This lets you completely fill your tapes, but it does
require a specific tape mount.

DFSMShsm allows you to specify that your partially-filled tapes be marked as full.
Then, when new processing begins, DFSMShsm issues a non-specific tape mount,
which is beneficial when using cartridge loaders.

If you are not using the duplex tape function, marking partially-filled tapes as full
has another benefit. If you want to copy the migration and backup tapes for the
purpose of disaster backup protection, marking a tape full allows it to be copied by
the generic TAPECOPY command. A partially-filled tape that is not marked as full is
not eligible to be copied. The data on the partially-filled tape would not have a
disaster backup copy until the next time tape migration and backup processing
occurred, the tape was filled, and the TAPECOPY command was run.

If you are using the duplex tape function, even partially-filled migration and backup
tapes have copies. Marking partially-filled tapes as full would still provide the benefit
of non-specific tape mounts.

Each installation should weigh the benefits of marking partially-filled tapes as full
against the benefits of utilizing the full storage capacity of the tapes, and decide
what works best for them.

Automating DFSMShsm Tape Processing
Both cartridge loaders and automated tape libraries offer automated tape
processing with DFSMShsm. The cartridge loaders are manually loaded and can
hold up to multiple tape cartridges. An automated tape library is a library where tape
cartridges are stored, selected, and loaded onto tape drives without manual
intervention. It manages the tape volume itself, not the data sets on the tape
volumes.

An automated tape library allows DFSMShsm to perform operations such as
recycle, backup, dump, or migration to tape without any manual intervention.
Recalls or recoveries of data sets or volumes that were migrated, backed up, or
dumped to tape can also be done without manual intervention. When DFSMShsm
issues a request for one or more tape volumes, the automated tape library locates
the requested volumes and automatically loads them on a tape drive. When
processing is complete, the cartridges are returned to storage.
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Manual Tape Library Support
DFSMShsm will continue to support environments with existing IBM 3495 Model
M10 Manual Tape Library Dataserver Model 10.

Implementing Tape Mount Management
By implementing the tape mount management methodology, you can improve tape
utilization and greatly reduce the number of tape mounts required for tape output
data sets.

The volume mount analyzer reviews your tape mounts and creates reports that
provide you with the information you need to effectively implement the
recommended tape mount management strategy.

With tape mount management, you can have your ACS routines redirect the data
sets that are targeted to tape and have them written initially to a designated DASD
storage group. Later, the data sets can be migrated collectively to ML2 tape,
enabling your installation to use the full storage capacity of your tape cartridges. At
the same time, instead of having one tape mount for each tape output data set, you
have one tape mount per quantity of data equal to the logical capacity of your tape
cartridge. Not only is less time spent mounting tapes, or waiting for tape mounts,
there is less tape drive contention, which can speed the processing of other jobs
requiring tape resources.

For example, if your tape cartridge held an average of 100 output data sets and you
were using tape mount management, you would have 10 output tape mounts per
1000 output data sets. If you were not using tape mount management, you would
have 1000 output tape mounts per 1000 output data sets. The reduction in tape
mounts for your installation could be significant.

Functioning Independently of Device Type
DFSMShsm provides the capability to function independently of the device type to
which data is being transferred. That is, when you define a volume to DFSMShsm,
you specify its device type. DFSMShsm then does all the work of converting for
different track capacities and different allocation specifications necessary to
accommodate the data sets sent to various volumes. For most access methods,
this device independence allows migrating or backing up a data set from one kind
of device and recalling or recovering it to another kind of device.

Invoking DFSMShsm
You can invoke DFSMShsm processing through DFSMShsm commands, job control
language (JCL), interactive storage management facility (ISMF), and macros.

There are two categories of DFSMShsm commands, authorized commands and
nonauthorized commands. For more detail, see “Protecting DFSMShsm Commands
and Parameters” on page 101.

To make command processing of individual data sets as easy as possible, you can
use ISMF’s menu-driven panels to submit commands to DFSMShsm.

For more information about ISMF, see “Interactive Storage Management Facility and
SMS-Managed Storage” on page 30. For more information on using DFSMShsm
with ISMF, see the ISMF online help panels and z/OS DFSMS: Using the Interactive
Storage Management Facility.
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The following tasks can be invoked by your application programs that use
DFSMShsm:
v Migrating a data set
v Recalling a migrated data set
v Deleting a migrated data set
v Backing up a data set
v Extracting information about the existence of backup versions
v Recovering a backed up or dumped copy of a data set
v Deleting a backup of a data set
v Sending a command to DFSMShsm
v Freeing work space in storage

Controlling Access to DFSMShsm Tasks and Data
DFSMShsm protects data sets from unauthorized access by controlling access to
data sets and tasks.

Protecting Data
Access can be controlled by the use of both passwords and security programs at
the same time. However, system-managed data sets are not password protected. If
a data set is password protected and security-program protected, DFSMShsm
allows access to the data set without checking the password if the security program
authorizes the access.

DFSMShsm also provides protection against unauthorized use or deletion of its
owned tape volumes.

To provide security program protection, DFSMShsm calls the system authorization
facility (SAF) when any unauthorized user enters a command that manipulates a
data set or its backup copies.

As an installation option, users can submit batch jobs containing DFSMShsm
commands in secure systems without RACF. DFSMShsm retrieves the user ID from
the time sharing option (TSO) protected step control block for a TSO batch request
and associates it with the request so that authorization can be checked.

DFSMShsm optionally creates a backup profile for the most recent backup version
of a cataloged data set if the data set is protected with a RACF discrete data set
profile when it is backed up. DFSMShsm maintains only one backup profile for all
the backup versions of the cataloged data set. The backup profile is used to
re-create the discrete data set profile if it does not exist when the data set is
recovered. When all backup versions of a data set are deleted, the related backup
profile is also deleted.

DFSMShsm-owned data on DASD is named so that it can be protected by RACF
generic profiles.

Protecting Data on Tapes
DFSMShsm provides three basic methods for protecting tape volumes under its
control:
v RACF
v Expiration date
v Password

You can choose more than one tape protection option.
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RACF
DFSMShsm protects each tape backup volume, dump tape volume, and tape
migration level 2 (ML2) volume with RACF. The tape volume is RACF-protected
when the tape is first written. DFSMShsm protects the tape volume with RACF by
adding the volume to the RACF tape volume set for DFSMShsm. All tape volumes
in the RACF tape volume set for DFSMShsm share the same access list and
auditing controls. Protection of the tape volume is removed when the tape becomes
empty and is returned to scratch status.

Expiration Date
If you use expiration date protection, DFSMShsm protects each tape backup
volume, dump tape volume, tape ML2 volume, and aggregate tape volume with an
expiration date. DFSMShsm places an expiration date of 99365 (means that the
date never expires) in the IBM standard data set label 1 unless specified otherwise
by a DFSMShsm parameter or installation exit.

Password
If you use password protection, DFSMShsm causes each backup, dump, or
migration tape to be password indicated. The password indication is placed in the
security byte in the IBM standard data set label 1.

Protecting DFSMShsm Commands and Parameters
Because DFSMShsm operates as a z/OS-authorized task, it can manage data sets
automatically, regardless of their password or security-program protection. To
prevent unwanted changes of the parameters that control all data sets, DFSMShsm
has classified its commands as authorized and nonauthorized. Authorized
commands can be entered only by a user specifically authorized by the storage
administrator. Generally, authorized commands can affect data sets not owned by
the person issuing the command. Nonauthorized commands can be entered by any
user, but they generally affect only those data sets for which the user has
appropriate access authority.

Authorized users are assigned either USER or CONTROL authorization. Users with
USER authorization can enter any DFSMShsm command except the one to
authorize other users. Users with CONTROL authorization can enter any
DFSMShsm command.

Supporting DASD Erase-on-scratch
DFSMShsm provides the option to erase scratched data sets from its owned
volumes under control of RACF. The erasure is under control of the original data
set’s RACF profile. See “RACF” on page 47 for additional information.

Preserving Data Set Integrity
DFSMShsm protects a data set while it is processing. Storage administrators can
use management class attributes to prevent migration and backup of data sets.
These attributes ensure data integrity by disallowing the data sets to be moved or
copied with DFSMShsm migration or backup functions.

If data is moved or copied, DFSMShsm ensures that the migration or backup
operation is performed correctly before it erases any data set or resets its changed
indicator. DFSMShsm ensures the integrity by using either volume reserves or
global resource serialization capability. For more information about global resource
serialization, see “Using SMS in a Multisystem Environment” on page 28.
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Balancing Channel Path Load
During automatic volume space management, backup, and dump, DFSMShsm
distributes the DFSMShsm-managed DASD volume processing work load to
balance DFSMShsm’s use of associated channel paths.

Providing Multiple Address Spaces for DFSMShsm
This enhancement provides multiple address spaces for DFSMShsm and allows
you to start multiple DFSMShsm hosts in a single z/OS image.

An HSMplex can consist of both single and multiple DFSMShsm-host environments.
There are several advantages to starting more than one DFSMShsm host in a z/OS
image:

v Less work per address space and less contention between functions.

v Each address space that is doing some part of DFSMShsm’s work can have an
appropriate MVS dispatching priority for that type of work.

v A larger number of tasks are provided that perform any given DFSMShsm
function; for example, migration.

v DFSMShsm functions that operate in more than one address space allow more
MIPs that are allocated to DFSMShsm functions.
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Chapter 10. Managing Removable Media with DFSMSrmm

DFSMSrmm is the functional component of DFSMS that helps you manage your
removable media, such as tape cartridges, reels, and optical volumes. DFSMSrmm
provides a central online inventory of the resources in your removable media library
and in storage locations outside your removable media library.

A removable media library contains all the tape and optical volumes that are
available for immediate use and includes the shelves where they reside. A
removable media library usually includes other libraries: system-managed libraries
and non-system-managed libraries, either automated or manual.

Storage locations are locations outside your removable media library. You use
DFSMSrmm defined storage locations or define your own storage locations for
managing disaster recovery or vital records or keeping track of volumes sent to
other locations for processing.

DFSMSrmm manages your tape volumes within your removable media library at
several levels:

Managing Shelves
Shelves are where you store your tape volumes. Using DFSMSrmm, you
can more efficiently group your shelves and keep track of what volumes
reside on them. For more information, see “Managing Shelves”.

Managing Volumes
DFSMSrmm helps you manage the movement and retention of your tape
volumes over their full life. For more information, see “Managing Volumes”
on page 104.

Managing Data Sets
DFSMSrmm records information about data sets on the volumes it
manages and then uses that information to validate volumes. DFSMSrmm
can also control the retention of data sets. For more information, see
“Managing Data Sets” on page 105.

Refer to the following publications for more information about DFSMSrmm:

v z/OS DFSMSrmm Application Programming Interface

v z/OS DFSMSrmm Command Reference Summary

v z/OS DFSMSrmm Guide and Reference

v z/OS DFSMSrmm Implementation and Customization Guide

v z/OS DFSMSrmm Diagnosis Guide

v z/OS DFSMSrmm Reporting

Managing Storage with DFSMSrmm
DFSMSrmm helps you manage your tape volumes and shelves at your primary site
and storage locations by recording information in a DFSMSrmm control data set.

You can manage storage at the shelf, volume, and data set level.

Managing Shelves
DFSMSrmm helps you manage the shelves in your tape library and storage
locations, simplifying the tasks of your tape librarian. When you define a new
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volume in your library, DFSMSrmm shelf-manages the volume by automatically
assigning it a place on the shelf, unless you request a specific place. DFSMSrmm
can perform shelf-management for volumes that reside in virtual tape server. Also,
your shelves are easier to use when DFSMSrmm manages them in pools. Pools
allow you to divide your shelves into logical groups where you can store volumes.
For example, you can have a different pool for each system your installation uses.
Volumes to be used on each system are then stored together.

When you move volumes to a storage location, DFSMSrmm checks for available
shelf space and then automatically assigns each volume a place on the shelf if you
request it. You can set up DFSMSrmm so that shelf space in storage locations is
reused. You also have the option of defining your own storage locations and shelf
space in those locations.

Managing Volumes
DFSMSrmm manages your volumes over their full life, from initial use to the time
they are retired from service. When a tape volume is mounted, DFSMSrmm checks
the volume label to ensure that the correct volume is mounted. DFSMSrmm then
automatically records details about the volume, such as volume label and data set
information. When tape volumes are released, DFSMSrmm can return them to
scratch status, as well as performing other actions you request. For example,
DFSMSrmm can automatically erase and initialize volumes upon release.

You do not have to define a tape volume to DFSMSrmm to use the volume.
Volumes used to satisfy non-specific requests and all system-managed tape
volumes must be managed by DFSMSrmm. Volumes in a system-managed tape
library are automatically defined to DFSMSrmm upon entry into the
system-managed tape library, if the volume is not previously defined. DFSMSrmm
provides functions to control the use of undefined volumes and allows you to
identify volumes that should be ignored.

To enhance the integrity of your volumes, DFSMSrmm identifies volumes with
permanent and temporary errors. DFSMSrmm identifies tapes with permanent
errors as requiring replacement. Tapes with temporary errors are tracked and
reported. This information helps you identify volumes that should be replaced or
removed from the library, and prevents their reuse as scratch volumes.

DFSMSrmm eases your operator’s handling of volumes by updating drive displays
and operator mount messages to indicate a volume’s correct shelf location.
DFSMSrmm supports the display of messages on drives that have displays, such
as 3490s and 3590s. DFSMSrmm can update write-to-operator messages to show
the volume’s shelf location.

DFSMSrmm can also issue operator messages to a specific console name
associated with a system-managed library. Messages are then issued to both the
specific console and through standard message route codes.

For control of volume movements and retention, you can define policies using
DFSMSrmm vital record specifications for both volumes and data sets. For
example, if you want to control the time a data set is retained before it is to be
considered for release, you can define a vital record specification so that the
volume expiration for the volume on which a data set resides is ignored.
DFSMSrmm then uses the vital record specification retention criteria instead of the
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user specified retention period to retain the data set. Using DFSMSrmm vital record
specifications, you have control over data set retention including whether or not
user specified values are honored.

By using DFSMSrmm with DFSMShsm, you can extend tape management
functions and tape integrity checking to DFSMShsm tape volumes. DFSMSrmm
ensures that a private tape is not inadvertently mounted instead of a scratch tape.
DFSMSrmm can also control the movement of DFSMShsm tape volumes selected
as vital records, such as alternate volumes required for disaster recovery.

DFSMSrmm supports all the tape label types supported by DFSMSdfp and records
the tape label type for each DFSMSrmm-managed volume. DFSMSrmm does not
support volumes with non-standard labels. DFSMSrmm also supports the use of
bypass label processing (BLP). See “Magnetic Tape Volumes and Libraries” on
page 54 for more information on tape labels. DFSMSrmm provides support for
ISO/ANSI Version 3 and 4 tape labels.

DFSMSrmm does not support the management of duplicate volume serial numbers,
but it does provide facilities that you can use to request DFSMSrmm to allow the
use of these and other specific volumes.

Managing Data Sets
When a tape volume is used on the system, DFSMSrmm automatically records
information, such as expiration dates, about each data set on the volume.
DFSMSrmm uses these expiration dates to determine when it can release the
volume.

DFSMSrmm provides options that you can use to retain data sets and volumes:

v By Cycles and By Days Cycle

v By Elapsed Days

v By Extra Days

v By Day Last Referenced

v While the data set is cataloged

v Until the expiration date is reached

v By Data Set Open or Abend Status

v By Job Name and Data Set Name

v By Generic Job Name and Generic Data Set Name Masks

v By Specific Volume Serial Number

v By Generic Volume Serial Number

v By Specific Date

DFSMSrmm prevents volumes containing unexpired data from being used as
scratch. With DFSMSrmm, you can manage volumes and data sets under the
following conditions:

v Volumes that contain just one data set

v Volumes that contain multiple data sets

v Data sets that span more than one volume

v Data set collections that span multiple volumes

DFSMSrmm supports generic data set names as filter criteria for searching the
control data set, making it easier to create lists of resources.
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DFSMSrmm provides support for dates beyond the 20th century by ensuring that
DFSMSrmm records all dates using a 4-digit year. DFSMSrmm also allows you to
specify dates using the 4-digit year. DFSMSrmm provides the same support for
dates as DFSMSdfp.

Using DFSMSrmm
Your tape librarian and storage administration group are the focal point for using
DFSMSrmm. DFSMSrmm helps these and other users perform the tasks required
for managing tape volumes. You can control which users can access the data
defined to DFSMSrmm, as well as the level of access they have. DFSMSrmm also
helps you create valuable reports and provides utilities to maintain your tape library.

Performing User Tasks
Although DFSMSrmm automates many of the tasks required to manage your
removable media library, there are some tasks you can perform manually:

v Defining the resources in your removable media library, such as volumes, data
sets, and shelves, to the DFSMSrmm control data set

v Updating this same information

v Registering software product volumes

v Obtaining information about these resources

v Requesting scratch volumes for private use

v Releasing volumes

v Requesting electronic notification when a volume expires

v Confirming volume movements and release actions

You can request these tasks using the DFSMSrmm ISPF dialog, the DFSMSrmm
application programming interface, or the TSO command set that DFSMSrmm
provides. Generally you use the DFSMSrmm ISPF dialog to perform DFSMSrmm
tasks. You might want to use the TSO commands in procedures you write. You can
use the dialog and command set in the foreground. You can also submit requests
for batch processing.

Controlling Access to DFSMSrmm Tasks and Data
Working closely with RACF, DFSMSrmm can manage discrete RACF TAPEVOL
profiles so that RACF can ensure that only authorized users can access data on
volumes defined to DFSMSrmm.

DFSMSrmm uses the system authorization facility (SAF) to authorize the use of
commands and functions to further secure your DFSMSrmm resources.

Creating Reports
DFSMSrmm provides report facilities and sample reports to help you report on
DFSMSrmm information. Reporting facilities include an ISPF application that
enables quick and easy creation of several types of reports. You can use the
system management facilities (SMF) and identify the record types used for tracking
when information in DFSMSrmm has been updated or when confidential volumes
have been accessed. Using the SMF records as input, you can create reports
describing access to designated volumes and data sets.
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You can create inventory and movement reports for volumes managed by
DFSMSrmm. The inventory reports help you audit the content of your library and
storage locations. The movement reports identify volume movement through your
library and storage locations. You can also request information from the
DFSMSrmm control data set to use as input for creating your own reports using
DFSORT or DFSORT’s ICETOOL utility. Using the DFSORT ICETOOL utility for
DFSMSrmm reporting is easier with DFSORT R14 which includes a feature for
using symbolic field names. You can use symbolic names for the DFSMSrmm SMF
records, extract file records, and activity file records instead of using field offsets or
data types to create reports.

Maintaining Your Removable Media Inventory
DFSMSrmm provides several utilities you can use to keep the information in your
tape library current and to perform various tasks related to maintaining your tape
media. Run these utilities using your existing scheduling facilities, such as Tivoli
OPC™, so you can choose the best time and sequence to perform regularly
required tasks.

DFSMSrmm utilities perform the following tasks:

v Maintain the integrity of the DFSMSrmm control data set. You can verify the
records in the control data set, back up the data set, and restore it.

v Control and track volumes and data sets managed by vital record specifications.

v Manage the release of volumes that have reached their expiration date and are
no longer retained by vital record specifications.

v Define and verify the volume movements between your library and storage
locations.

v Erase and initialize volumes.

Chapter 10. Managing Removable Media with DFSMSrmm 107



108 z/OS V1R3.0 DFSMS Introduction



Appendix. Accessibility

Accessibility features help a user who has a physical disability, such as restricted
mobility or limited vision, to use software products successfully. The major
accessibility features in z/OS enable users to:

v Use assistive technologies such as screen-readers and screen magnifier
software

v Operate specific or equivalent features using only the keyboard

v Customize display attributes such as color, contrast, and font size

Using assistive technologies
Assistive technology products, such as screen-readers, function with the user
interfaces found in z/OS. Consult the assistive technology documentation for
specific information when using it to access z/OS interfaces.

Keyboard navigation of the user interface
Users can access z/OS user interfaces using TSO/E or ISPF. Refer to z/OS TSO/E
Primer, z/OS TSO/E User’s Guide, and z/OS ISPF User’s Guide Volume I for
information about accessing TSO/E and ISPF interfaces. These guides describe
how to use TSO/E and ISPF, including the use of keyboard shortcuts or function
keys (PF keys). Each guide includes the default settings for the PF keys and
explains how to modify their functions.
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Notices

This information was developed for products and services offered in the U.S.A. IBM
may not offer the products, services, or features discussed in this document in other
countries. Consult your local IBM representative for information on the products and
services currently available in your area. Any reference to an IBM product, program,
or service is not intended to state or imply that only that IBM product, program, or
service may be used. Any functionally equivalent product, program, or service that
does not infringe any IBM intellectual property right may be used instead. However,
it is the user’s responsibility to evaluate and verify the operation of any non-IBM
product, program, or service.

IBM may have patents or pending patent applications covering subject matter
described in this document. The furnishing of this document does not give you any
license to these patents. You can send license inquiries, in writing, to:

IBM Director of Licensing
IBM Corporation
North Castle Drive
Armonk, NY 10504-1785
U.S.A.

For license inquiries regarding double-byte (DBCS) information, contact the IBM
Intellectual Property Department in your country or send inquiries, in writing, to:

IBM World Trade Asia Corporation Licensing
2-31 Roppongi 3-chome, Minato-ku
Tokyo 106, Japan

The following paragraph does not apply to the United Kingdom or any other
country where such provisions are inconsistent with local law:
INTERNATIONAL BUSINESS MACHINES CORPORATION PROVIDES THIS
PUBLICATION “AS IS” WITHOUT WARRANTY OF ANY KIND, EITHER EXPRESS
OR IMPLIED, INCLUDING, BUT NOT LIMITED TO, THE IMPLIED WARRANTIES
OF NON-INFRINGEMENT, MERCHANTABILITY OR FITNESS FOR A
PARTICULAR PURPOSE. Some states do not allow disclaimer of express or
implied warranties in certain transactions, therefore, this statement may not apply to
you.

This information could include technical inaccuracies or typographical errors.
Changes are periodically made to the information herein; these changes will be
incorporated in new editions of the publication. IBM may make improvements and/or
changes in the product(s) and/or the program(s) described in this publication at any
time without notice.

IBM may use or distribute any of the information you supply in any way it believes
appropriate without incurring any obligation to you.

Licensees of this program who wish to have information about it for the purpose of
enabling: (i) the exchange of information between independently created programs
and other programs (including this one) and (ii) the mutual use of the information
which has been exchanged, should contact:

© Copyright IBM Corp. 1980, 2002 111



IBM Corporation
Information Enabling Requests
Dept. DZWA
5600 Cottle Road
San Jose, CA 95193 U.S.A.

Such information may be available, subject to appropriate terms and conditions,
including in some cases, payment of a fee.

The licensed program described in this information and all licensed material
available for it are provided by IBM under terms of the IBM Customer Agreement,
IBM International Program License Agreement, or any equivalent agreement
between us.

Programming Interface Information
This publication documents information that is NOT intended to be used as
Programming Interfaces of DFSMSrmm.

Trademarks
The following terms are trademarks of the IBM Corporation in the United States, or
other countries, or both:

AFP
AIX
AIX/ESA
AS/400
AT
BookManager
CICS
CICS/ESA
CICS/MVS
CUA
DATABASE 2
DB2
DFSMS
DFSMSdfp
DFSMSdss
DFSMShsm
DFSMSrmm
DFSORT
ES/9000
ESA/390
ESCON
GDDM
Hiperspace
IBM
IMS
IMS/ESA
MVS
MVS/DFP

MVS/ESA
MVS/SP
OS/2
OS/390
OS/400
Parallel Sysplex
Print Services Facility
QMF
RACF
RAMAC
RETAIN
RISC System/6000
RMF
RS/6000
S/370
S/390
System/36
System/38
System/370
System/390
VM/ESA
VSE/ESA
z/OS

Microsoft and Windows are trademarks of Microsoft Corporation in the United
States, other countries, or both.

UNIX is a registered trademark of The Open Group in the United States and other
countries.
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Other company, product, and service names may be trademarks or service marks
of others.
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Glossary

This glossary defines technical terms and
abbreviations used in DFSMS documentation. If
you do not find the term you are looking for, refer
to the index of the appropriate DFSMS manual or
view the IBM Dictionary of Computing Terms
located at:

http://www.ibm.com/networking/nsg/nsgmain.htm

This glossary includes terms and definitions from:

v The American National Standard Dictionary for
Information Systems, ANSI X3.172-1990,
copyright 1990 by the American National
Standards Institute (ANSI). Copies may be
purchased from the American National
Standards Institute, 11 West 42nd Street, New
York, New York 10036. Definitions are identified
by the symbol (A) after the definition.

v The Information Technology Vocabulary
developed by Subcommittee 1, Joint Technical
Committee 1, of the International Organization
for Standardization and the International
Electrotechnical Commission (ISO/IEC
JTC1/SC1). Definitions of published part of this
vocabulary are identified by the symbol (I) after
the definition; definitions taken from draft
international standards, committee drafts, and
working papers being developed by ISO/IEC
JTC1/SC1 are identified by the symbol (T) after
the definition, indicating that final agreement
has not yet been reached among the
participating National Bodies of SC1.

v The IBM Dictionary of Computing, New York:
McGraw-Hill, 1994.

The following cross-reference is used in this
glossary:

See: This refers the reader to (a) a related
term, (b) a term that is the expanded form
of an abbreviation or acronym, or (c) a
synonym or more preferred term.

A
access method services. A multifunction service
program that manages VSAM and non-VSAM data sets,
as well as integrated catalog facility (ICF). Access
method services provides the following functions:

v defines and allocates space for VSAM data sets, and
ICF catalogs

v converts indexed-sequential data sets to
key-sequenced data sets

v modifies data set attributes in the catalog

v reorganizes data sets

v facilitates data portability among operating systems

v creates backup copies of data sets

v assists in making inaccessible data sets accessible

v lists the records of data sets and catalogs

v defines and builds alternate indexes

v converts CVOLS and VSAM catalogs to ICF catalogs

ACDS. See Active control data set.

ACS. Automatic class selection.

activate. To load the contents of a source control data
set (SCDS) into Storage Management Subsystem
address space storage and into an active control data
set (ACDS), or to load the contents of an existing ACDS
into subsystem address space storage. This establishes
a new storage management policy for the subsystem
complex.

active configuration. The most recently activated
SCDS, which now controls storage management for the
Storage Management Subsystem complex.

active control data set (ACDS). A VSAM linear data
set that contains an SCDS that has been activated to
control the storage management policy for the
installation. When activating an SCDS, you determine
which ACDS will hold the active configuration (if you
have defined more than one ACDS). The ACDS is
shared by each system that is using the same SMS
configuration to manage storage. See also source
control data set and communications data set.

active data. (1) Data that can be accessed without
any special action by the user, such as data on primary
storage or migrated data. Active data also can be stored
on tape volumes. (2) For tape mount management,
application data that is frequently referenced, small in
size, and managed better on DASD than on tape.
Contrast with inactive data.

actual UCB. The UCB used for all I/O operations. It
has an address that is consistent in any address space.
The actual UCB can reside in common storage either
above or below 16 MB.

aggregate backup. The process of copying an
aggregate group and recovery instructions so that a
collection of data sets can be recovered later as a
group.

aggregate group. A collection of related data sets and
control information that have been pooled to meet a
defined backup or recovery strategy.

AIX. Advanced Interactive Executive.
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alternate index. In VSAM, a collection of index entries
related to a given base cluster and organized by an
alternate key, that is, a key other than the prime key of
the associated base cluster data records; it gives an
alternate directory for finding records in the data
component of a base cluster.

AMASPZAP. A service program used to used to
dynamically update or dump programs and data sets.

AMBLIST. A service program used to print formatted
listings of modules and system storage areas to aid in
problem diagnosis.

American National Standards Institute (ANSI). An
organization that establishes voluntary industry
standards for information processing, particularly for
control characters and magnetic tape labels.

AMODE. Addressing mode.

ANSI. See American National Standards Institute.

AOR. Application owning region.

APF. Authorized program facility.

API. See application programming interface.

APPC. Advanced program-to-program communication.

application programming interface (API). A
functional interface supplied by the operating system or
by a separately orderable licensed program that allows
an application program written in a high-level language
to use specific data or functions of the operating system
or the licensed program.

automated tape library data server. A device
consisting of robotic components, cartridge storage
areas, tape subsystems, and controlling hardware and
software, together with the set of tape volumes that
reside in the library and can be mounted on the library
tape drives. Contrast with manual tape library. See also
tape library.

automatic backup. (1) (1) In DFSMShsm, the process
of automatically copying data sets from primary storage
volumes or migration volumes to backup volumes. (2)
(2) In OAM, the process of automatically copying a
primary copy of an object from DASD, optical, or tape
volume to a backup volume contained in an object
backup storage group.

automatic class selection (ACS) routine. A
procedural set of ACS language statements. Based on
a set of input variables, the ACS language statements
generate the name of a predefined SMS class, or a list
of names of predefined storage groups, for a data set.

automatic dump. In DFSMShsm, the process of using
DFSMSdss automatically to do a full-volume dump of all
allocated space on a primary storage volume to
designated tape dump volumes.

automatic primary space management insert. In
DFSMShsm, the process of deleting expired data sets,
deleting temporary data sets, releasing unused space,
and migrating data sets from primary storage volumes
automatically.

automatic secondary space management. In
DFSMShsm, the process of automatically deleting
expired migrated data sets, deleting expired records
from the migration control data sets, and migrating
eligible data sets from migration level 1 volumes to
migration level 2 volumes.

automatic volume space management. In
DFSMShsm, the process that includes automatic
primary space management and interval migration.

availability. For a storage subsystem, the degree to
which a data set or object can be accessed when
requested by a user.

B
backup. The process of creating a copy of a data set
or object to be used in case of accidental loss.

backup control data set (BCDS). In DFSMShsm, a
VSAM key-sequenced data set that contains information
about backup versions of data sets, backup volumes,
dump volumes, and volumes under control of the
backup and dump functions of DFSMShsm.

backup-while-open (BWO). This makes a backup
copy of a data set while the data set is open for update.
The backup copy can contain partial updates.

BCS. Basic catalog structure.

base configuration. The part of an SMS configuration
that contains general storage management attributes,
such as the default management class, default unit, and
default device geometry. It also identifies the systems or
system groups that an SMS configuration manages.

BCDS. See Backup control data set.

BDAM. Basic direct access method.

binder. The DFSMS program that processes the
output of language translators and compilers into an
executable program (load module or program object). It
replaces the linkage editor and batch loader in z/OS.

block count. The number of data blocks on a
magnetic tape volume.

BLP. Bypass label processing.

BPAM. Basic partitioned access method.

BSAM. Basic sequential access method.

BTLS. Basic Tape Library Support.
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buffer. A routine or storage used to compensate for a
difference in rate of flow of data, or time of occurrence
of events, when transferring data from one device to
another.

C
cache fast write. A storage control capability in which
the data is written directly to cache without using
nonvolatile storage. Cache fast write is useful for
temporary data or data that is readily recreated, such as
the sort work files created by DFSORT. Contrast with
DASD fast write.

cache set. A parameter on storage class and defined
in the base configuration information that maps a logical
name to a set of CF cache structure names.

capacity planning. The process of forecasting and
calculating the appropriate amount of physical
computing resources required to accommodate an
expected workload.

captured UCB. A virtual window into the actual UCB
which resides in private storage below 16 MB. All the
virtual windows on the actual UCB see the same data at
the same time. Only actual UCBs above the 16 MB line
are captured.

Cartridge System Tape. The base tape cartridge
media used with 3480 or 3490 Magnetic Tape
Subsystems. Contrast with Enhanced Capacity
Cartridge System Tape.

Catalog Search Interface. An application
programming interface (API) to the catalog accessible
from assembler and high-level languages. As an
alternative to LISTCAT, it allows tailoring of output,
provides additional information not provided by
LISTCAT, while requiring less I/O than LISTCAT,
because of using generic locates.

CCSID. See coded character set identifier.

CDS. See control data set.

CF. See coupling facility.

CFRM. Coupling facility resource manager.

Character Data Representation Architecture (CDRA)
API. A set of identifiers, services, supporting
resources, and conventions for consistent
representation, processing, and interchange of
character data.

CI. Control interval.

CICS. Customer Information Control System.

CICSVR. CICS VSAM Recovery.

class transition. An event that brings about change to
an object’s service-level criteria, causing OAM to invoke
ACS routines to assign a new storage class or
management class to the object.

client. (1) A function that requests services from a
server, and makes them available to the user. (2) An
address space in z/OS that is using TCP/IP services.
(3) A term used in an environment to identify a machine
that uses the resources of the network. See also
source.

client-server relationship. Any process that provides
resources to other processes on a network is a server.
Any process that employs these resources is a client. A
machine can run client and server processes at the
same time.

cluster. In VSAM, a named structure consisting of a
group of related components. For example, when the
data is key-sequenced, the cluster contains both the
data and the index components.

Coded Character Set Identifier (CCSID). A 16-bit
number that identifies a specific encoding scheme
identifier, character set identifiers, code page identifiers,
and additional coding required information. The CCSID
uniquely identifies the coded graphic character
representation used.

COMMDS. See Communications data set.

communications data set (COMMDS). The primary
means of communication among systems governed by
a single SMS configuration. The COMMDS is a VSAM
linear data set that contains the name of the ACDS and
current utilization statistics for each system-managed
volume, which helps balance space among systems
running SMS. See also active control data set and
source control data set.

compatibility mode. The mode of running SMS in
which no more than eight names—representing
systems, system groups, or both—are supported in the
SMS configuration.

compress. (1) (1) To reduce the amount of storage
required for a given data set by having the system
replace identical words or phrases with a shorter token
associated with the word or phrase. (2) (2) To reclaim
the unused and unavailable space in a partitioned data
set that results from deleting or modifying members by
moving all unused space to the end of the data set.

compressed format. A particular type of
extended-format data set specified with the
(COMPACTION) parameter of data class. VSAM can
compress individual records in a compressed-format
data set. SAM can compress individual blocks in a
compressed-format data set. See compress.

concurrent copy. A function to increase the
accessibility of data by enabling you to make a

Glossary 117



consistent backup or copy of data concurrent with the
usual application program processing.

configuration (Storage Management Subsystem). A
base configuration, definitions of Storage Management
Subsystem classes and storage groups, and automatic
class selection routines that DFSMS uses to manage
storage.

connectivity. (1) (1) The considerations regarding how
storage controls are joined to DASD and processors to
achieve adequate data paths (and alternative data
paths) to meet data availability needs. (2) (2) In a
system-managed storage environment, the system
status of volumes and storage groups.

construct. One of the following: data class, storage
class, management class, storage group, aggregate
group, base configuration.

control data set (CDS). With respect to the Storage
Management Subsystem, a VSAM linear data set
containing configurational, operational, or
communication information. The Storage Management
Subsystem has three types of control data sets that
guide the execution of the Storage Management
Subsystem: the source control data set, the active
control data set, and the communications data set.

control interval (CI). A fixed-length area of auxiliary
storage space in which VSAM stores records. It is the
unit of information (an integer multiple of block size)
transmitted to or from auxiliary storage by VSAM.

coupled extended remote copy (CXRC). CXRC
supports synchronous copy operations in large
environments that have an expanded number of primary
storage controls and DASD volumes, in excess of those
supported by a single data mover configuration.
Installations may have configurations consisting of
thousands of volumes in multiple XRC sessions, with
coordination between the sessions to ensure that all
volumes can be recovered to a consistent point in time.
This greatly expands upon the ability of XRC to provide
remote disaster recovery protection across an entire
sysplex.

CUA. Common user access.

CXRC. Coupled extended remote copy.

coupling facility (CF). The hardware that provides
high-speed caching, list processing, and locking
functions in a Parallel Sysplex.

coupling facility (CF) lock structure. The CF
hardware that supports sysplex-wide locking.

D
DADSM. Direct access device space management.

DASD. Direct access storage device.

DASD fast write. An extended function of some
models of the IBM 3990 Storage Control in which data
is written concurrently to cache and nonvolatile storage
and automatically scheduled for destaging to DASD.
Both copies are retained in the storage control until the
data is completely written to the DASD, providing data
integrity equivalent to writing directly to the DASD. Use
of DASD fast write for system-managed data sets is
controlled by storage class attributes to improve
performance. See also dynamic cache management.
Contrast with cache fast write.

DASD volume. A DASD space identified by a common
label and accessed by a set of related addresses. See
also volume, primary storage, migration level 1,
migration level 2.

data class. A collection of allocation and space
attributes, defined by the storage administrator, that are
used to create a data set.

Data Facility Sort. An IBM licensed program that is a
high-speed data processing utility. DFSORT provides an
efficient and flexible way to handle sorting, merging, and
copying operations, as well as providing versatile data
manipulation at the record, field, and bit level.

data set. In DFSMS, the major unit of data storage
and retrieval, consisting of a collection of data in one of
several prescribed arrangements and described by
control information to which the system has access. In
z/OS non-UNIX environments, the terms data set and
file are generally equivalent and sometimes are used
interchangeably. See also file. In z/OS UNIX
environments, the terms data set and file have quite
distinct meanings.

data set collection. A group of data sets which are
intended to be allocated on the same tape volume or
set of tape volumes as a result of data set stacking.

data set stacking. The function used to place several
data sets on the same tape volume or set of tape
volumes. It increases the efficiency of tape media usage
and reduces the overall number of tape volumes
needed by allocation. It also allows an installation to
group related data sets together on a minimum number
of tape volumes, which is useful when sending data
offsite.

DB2. Data Base 2.

DDM. See Distributed Data Management Architecture.

Distributed Data Management Architecture (DDM).
Distributed Data Management Architecture (DDM) offers
a vocabulary and a set of rules for sharing and
accessing data among like and unlike computer
systems. DDM includes a set of standardized file
models for keyed, relative record, sequential, and
stream data. It allows users and applications to access
data without concern for the location or format of the
data.
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default device geometry. Part of the SMS base
configuration, it identifies the number of bytes per track
and the number of tracks per cylinder for converting
space requests made in tracks or cylinders into bytes,
when no unit name has been specified.

default management class. Part of the SMS base
configuration, it identifies the management class that
should be used for system-managed data sets that do
not have a management class assigned.

default unit. Part of the SMS base configuration, it
identifies an esoteric (such as SYSDA) or generic (such
as 3390) device name. If a user omits the UNIT
parameter on the JCL or the dynamic allocation
equivalent, SMS applies the default unit if the data set
has a disposition of MOD or NEW and is not
system-managed.

DES. Data Encryption Standard.

DFM. See Distributed FileManager.

device category. A storage device classification used
by SMS. The device categories are as follows
SMS-managed DASD, SMS-managed tape,
non-SMS-managed DASD non-SMS-managed tape.

device management. The task of defining input and
output devices to the operating system, and then
controlling the operation of these devices.

Device Support Facilities (ICKDSF). A program used
for initialization of DASD volumes and track recovery.

DFSMS environment. An environment that helps
automate and centralize the management of storage.
This is achieved through a combination of hardware,
software, and policies. In the DFSMS environment for
MVS, this function is provided by DFSMS, DFSORT,
and RACF. See also system-managed storage.

DFSMSdfp. A DFSMS functional component or base
element of z/OS, that provides functions for storage
management, data management, program
management, device management, and distributed data
access.

DFSMSdss. A DFSMS functional component or base
element of z/OS, used to copy, move, dump, and
restore data sets and volumes.

DFSMShsm. A DFSMS functional component or base
element of z/OS, used for backing up and recovering
data, and managing space on volumes in the storage
hierarchy.

DFSMShsm control data set. In DFSMShsm, one of
three VSAM key-sequenced data sets that contain
records used in DFSMShsm processing. See also
backup control data set, migration control data set,
offline control data set.

DFSMShsm-managed volume. (1) (1) A primary
storage volume, which is defined to DFSMShsm but
which does not belong to a storage group. (2) (2) A
volume in a storage group, which is using DFSMShsm
automatic dump, migration, or backup services. Contrast
with system-managed volume, DFSMSrmm-managed
volume.

DFSMS Network File System. See z/OS Network File
System.

DFSMS Optimizer Feature. A DFSMS feature that
provides an analysis and reporting capability for SMS
and non-SMS environments.

DFSMSrmm. A DFSMS functional component or base
element of z/OS, that manages removable media.

DFSMSrmm-managed volume. A tape volume that is
defined to DFSMSrmm. Contrast with system-managed
volume, DFSMShsm-managed volume.

DFSORT. Data Facility Sort.

dictionary. A table that associates words, phrases, or
data patterns to shorter tokens. The tokens replace the
associated words, phrases, or data patterns when a
data set is compressed.

direct access device space management (DADSM).
A collection of subroutines that manages space on disk
volumes. The subroutines are: Create, Scratch, Extend,
and Partial Release.

disaster recovery. A procedure for copying and
storing an installation’s essential business data in a
secure location, and for recovering that data in the
event of a catastrophic problem. Compare with vital
records.

Distributed FileManager. Distributed FileManager is
an implementation of target (server) support as defined
by Distributed Data Management Architecture (DDM).
DDM permits systems in an extended enterprise that
have DDM source (client) capability to access file data
on a DDM target MVS system. See also source, target,
extended enterprise.

DIV. Data in Virtual.

DSCB. Data set control block.

DSORG. Data set organization.

DTL. Data tag language.

dual copy. A high availability function made possible
by nonvolatile storage in some models of the IBM 3990
Storage Control. Dual copy maintains two functionally
identical copies of designated DASD volumes in the
logical 3990 subsystem, and automatically updates both
copies every time a write operation is issued to the dual
copy logical volume.
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dump class. A set of characteristics that describes
how volume dumps are managed by DFSMShsm.

duplexing. The process of writing two sets of identical
records in order to create a second copy of data.

dynamic cache management. A function that
automatically determines which data sets will be cached
based on the 3990 subsystem load, the characteristics
of the data set, and the performance requirements
defined by the storage administrator.

E
EC. Extended control.

ELPA. Extended link pack area.

EOV. End-of-volume.

EPLPA. Extended pageable link pack area.

erase-on-scratch. The physical erasure of data on a
DASD data set when the data set is deleted (scratched)
or part of the space is released.

ESA. Enterprise Systems Architecture

ESCON. Enterprise System Connection.

ESD. External symbol dictionary.

ESDS. Entry-sequenced data set.

ESS. Enterprise Storage Server

EXCP. Execute channel program.

expiration. (1) The process by which data sets or
objects are identified for deletion because their
expiration date or retention period has passed. On
DASD, data sets and objects are deleted. On tape,
when all data sets have reached their expiration date,
the tape volume is available for reuse. (2) In
DFSMSrmm, all volumes have an expiration date or
retention period set for them either by vital record
specification policy, by user-specified JCL when writing
a data set to the volume, or by an installation default.
When a volume reaches its expiration date or retention
period, it becomes eligible for release.

extended addressability. The ability to create and
access a VSAM data set that is greater than 4 GB in
size. Extended addressability data sets must be
allocated with DSNTYPE=EXT and EXTENDED
ADDRESSABILITY=Y.

extended format. The format of a data set that has a
data set name type (DSNTYPE) of EXTENDED. The
data set is structured logically the same as a data set
that is not in extended format but the physical format is
different. Data sets in extended format can be striped or

compressed. Data in an extended format VSAM KSDS
can be compressed. See also striped data set,
compressed format.

extended link pack area (ELPA). The extension of
the link pack area that resides above 16 MB in virtual
storage. See also link pack area.

extended pageable link pack area (EPLPA). The
extension of the pageable link pack area that resides
above 16 MB in virtual storage. See also pageable link
pack area.

extended remote copy. Extended Remote Copy
(XRC) is a technique involving both the DFSMS host
and the I/O Subsystem that keeps a ″real time″ copy of
designated data at another location. Updates to the
primary center are replicated at the secondary center
asynchronously.

extended remote copy (XRC). A hardware- and
software-based remote copy service option that
provides an asynchronous volume copy across storage
subsystems for disaster recovery, device migration, and
workload migration.

F
FCB. Forms control buffer.

file. A collection of information treated as a unit. In
non-z/OS UNIX environments, the terms data set and
file are generally equivalent and are sometimes used
interchangeably. See also data set.

file system. In the z/OS UNIX HFS environment, the
collection of files and file management structures on a
physical or logical mass storage device, such as a
diskette or minidisk. See also HFS data set.

filtering. The process of selecting data sets based on
specified criteria. These criteria consist of fully or
partially-qualified data set names or of certain data set
characteristics.

FIPS. Federal Information Processing Standard.

FlashCopy. A function of the Enterprise Storage
Server (ESS) and DFSMSdss which copies data
instantly. Where possible, DFSMSdss automatically
selects FlashCopy.

FLPA. Fixed link pack area.

FOR. File owning region.

G
GB. Gigabyte.

GDG. Generation data group.
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GDS. Generation data set.

giga (G). The information-industry meaning depends
upon the context:

1. G = 1,073,741,824(2³⁰) for real and virtual storage

2. G = 1,000,000,000 for disk storage capacity (e.g. 4
Gb fixed disk)

3. G = 1,000,000,000 for transmission rates

giga (G). The information-industry meaning depends
upon the context:

1. G = 1 073 741 824(2³⁰) for real and virtual storage

2. G = 1 000 000 000 for disk storage capacity (e.g. 4
GB fixed disk)

3. G = 1 000 000 000 for transmission rates

global resource serialization (GRS). A component of
z/OS used for serializing use of system resources and
for converting hardware reserves on DASD volumes to
data set enqueues.

GRS complex (GRSplex). One or more z/OS images
that share a common global resource serialization policy
in either a ring or star configuration.

group. (1) (1) With respect to partitioned data sets, a
member and the member’s aliases that exist in a PDS
or PDSE, or in an unloaded PDSE. (2) (2) A collection
of users who can share access authorities for protected
resources.

GSAM. Generalized sequential access method.

GSR. Global shared resources.

GUI. Graphical user interface.

H
hardware configuration definition (HCD). An
interactive interface in z/OS that enables an installation
to define hardware configurations from a single point of
control.

HCD. See Hardware configuration definition.

HIDAM. Hierarchic indexed direct access method.

hierarchical file system (HFS) data set. A data set
that contains a POSIX-compliant file system, which is a
collection of files and directories organized in a
hierarchical structure, that can be accessed using z/OS
UNIX System Services. See also file system.

Hiperspace®. A high performance space backed by
either expanded storage or auxiliary storage, which
provides high performance storage and retrieval of data.

HSM complex (HSMplex). One or more z/OS images
running DFSMShsm that share a common set of control
data sets (MCDS, BCDS, OCDS, and Journal).

I
ICF. Integrated catalog facility.

ICKDSF. Device Support Facilities.

IDR. Identification record.

improved data recording capability (IDRC). A
recording mode that can increase the effective cartridge
data capacity and the effective data rate when enabled
and used. IDRC is always enabled on the 3490E
Magnetic Tape Subsystem.

IMS. Information Management System.

inactive configuration. A configuration contained in
an SCDS. A configuration that is not currently being
used by the Storage Management Subsystem.

inactive data. (1) (1) A copy of active data, such as
vital records or a backup copy of a data set. Inactive
data is never changed, but can be deleted or
superseded by another copy. (2) (2) In tape mount
management, data that is written once and never used
again. The majority of this data is point-in-time backups.
(3) (3) Objects infrequently accessed by users and
eligible to be moved to the optical library or shelf. (4)
Contrast with active data.

indexed VTOC. A volume table of contents with an
index that contains a list of data set names and free
space information, which allows data sets to be located
more efficiently.

in-place conversion. The process of bringing a
volume and the data sets it contains under the control
of SMS without data movement, using DFSMSdss.

integrated catalog facility catalog. A catalog that is
composed of a basic catalog structure (BCS) and its
related volume tables of contents (VTOCs) and VSAM
volume data sets (VVDSs). See also basic catalog
structure, VSAM volume data set.

Interactive Storage Management Facility (ISMF).
The interactive interface of DFSMS that allows users
and storage administrators access to the storage
management functions.

interval migration. In DFSMShsm, automatic
migration that occurs when a threshold level of
occupancy is reached or exceeded on a
DFSMShsm-managed volume, during a specified time
interval. Data sets are moved from the volume, largest
eligible data set first, until the low threshold of
occupancy is reached.

I/O. Input/output.

IPL. Initial program load.

ISAM. Indexed sequential access method.
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ISMF. See Interactive Storage Management Facility.

ISO. International Organization for Standardization.

ISO/ANSI. When referring to magnetic tape labels and
file structure, any tape that conforms to certain
standards established by the ISO and ANSI. Tapes are
sometimes called:

v Version 3 tapes Conforms to ISO 1001–1979 level
4, and ANSI X3.27–1978 level 4

v Version 4 tapes Conforms to ISO 1001–1986(E)
LEVEL 4, ANSI X3.27–1987 level 4

ISPF. Interactive System Productivity Facility.

J
JCL. Job control language.

JES. Job entry subsystem.

JES3. A z/OS subsystem that receives jobs into the
system, converts them to internal format, selects them
for execution, processes their output, and purges them
from the system. In complexes that have several loosely
coupled processing units, the JES3 program manages
processors so that the global processor exercises
centralized control over the local processors and
distributes jobs to them via a common job enqueue.

K
KB. Kilobyte.

kilo (K). The information-industry meaning depends
upon the context:

1. K = 1024(2¹⁰) for real and virtual storage

2. K = 1000 for disk storage capacity (e.g. 4 KB fixed
disk)

3. K = 1000 for transmission rates

key-sequenced data set (KSDS). A VSAM data set
whose records are loaded in ascending key sequence
and controlled by an index.

KSDS. Key-sequenced data set.

L
LDMI. Local Data Management Interface.

LDS. See Linear data set.

linear data set (LDS). A VSAM data set that contains
data but contains no control information. A linear data
set can be accessed as a byte-addressable string in
virtual storage.

link pack area (LPA). In z/OS, an area of virtual
storage that contains reenterable routines that are
loaded at IPL time and can be used concurrently by all
tasks in the system.

load module. An executable program stored in a
partitioned data set program library. See also program
object.

logical storage. With respect to data, the attributes
that describe the data and its usage, as opposed to the
physical location of the data.

logical storage subsystem (LSS). Used internally by
ESS to manage a set of logical volumes which are
associated with an individual device adapter, e.g., a
physical ESS subsystem may be partitioned into
multiple logical storage subsystems.

LPA. See Link pack area.

LSS. Logical storage subsystem.

LSR. Local shared resources.

Distributed Data Management Architecture (DDM).
Distributed Data Management Architecture (DDM) offers
a vocabulary and a set of rules for sharing and
accessing data among like and unlike computer
systems. DDM includes a set of standardized file
models for keyed, relative record, sequential, and
stream data. It allows users and applications to access
data without concern for the location or format of the
data.

M
management class. A collection of management
attributes, defined by the storage administrator, used to
control the release of allocated but unused space; to
control the retention, migration, and backup of data
sets; to control the retention and backup of aggregate
groups, and to control the retention, backup, and class
transition of objects.

manual tape library. Installation-defined set of tape
drives defined as a logical unit together with the set of
system-managed volumes which can be mounted on
the drives.

MB. Megabyte.

MDS. Main device scheduling.

mega (M). The information-industry meaning depends
upon the context:

1. M = 1,048,576(2²⁰) for real and virtual storage

2. M = 1,000,000 for disk storage capacity (e.g. 4000
Mb fixed disk)

3. M = 1,000,000 for transmission rates

MEDIA2. Enhanced Capacity Cartridge System Tape
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MEDIA3. High Performance Cartridge Tape

MEDIA4. Extended High Performance Cartridge Tape

migration. The process of moving unused data to
lower cost storage in order to make space for
high-availability data. If you wish to use the data set, it
must be recalled. See also migration level 1, migration
level 2.

migration control data set (MCDS). In DFSMShsm, a
VSAM key-sequenced data set that contains statistics
records, control records, user records, records for data
sets that have migrated, and records for volumes under
migration control of DFSMShsm.

migration level 1. DFSMShsm-owned DASD volumes
that contain data sets migrated from primary storage
volumes. The data can be compressed. See also
storage hierarchy. Contrast with primary storage,
migration level 2.

migration level 2. DFSMShsm-owned tape or DASD
volumes that contain data sets migrated from primary
storage volumes or from migration level 1 volumes. The
data can be compressed. See also storage hierarchy.
Contrast with primary storage, migration level 1.

ML1. See Migration level 1.

ML2. See Migration level 2.

MLPA. See Modified link pack area.

modified link pack area (MLPA). An area of virtual
storage containing reenterable routines from the
SYS1.LINKLIB, SYS1.SVCLIB, or SYS1.LPALIB system
data sets that are to be part of the pageable extension
of the link pack area during the current IPL. See also
link pack area.

multiple extended remote copy (MXRC). An
enhancement to XRC that allows you to run up to five
XRC sessions within a single LPAR.

MVS. Multiple Virtual Storage.

MVS configuration program (MVSCP). A single-step,
batch program that defines the input/output
configuration to z/OS.

MVS/ESA. Multiple Virtual Storage/Enterprise Systems
Architecture. A z/OS operating system environment that
supports ESA/390.

MVS/ESA SP. An IBM licensed program used to
control the z/OS operating system. MVS/ESA SP
together with DFSMS compose the base MVS/ESA
operating environment. See also z/OS.

N
NaviQuest. A component of DFSMSdfp for
implementing, verifying, and maintaining your DFSMS
SMS environment in batch mode. It provides batch
testing and reporting capabilities that can be used to
automatically create test cases in bulk, run many other
storage management tasks in batch mode, and use
supplied ACS code fragments as models when creating
your own ACS routines.

NCSC. U.S. Department of Defense National
Computer Security Center.

NFS. z/OS Network File System.

NIST. U.S. National Institute of Standards and
Technology.

NL. Non-labeled.

NSL. Non-standard label.

NSR. Non-shared resources.

nonvolatile storage (NVS). Additional random access
electronic storage with a backup battery power source,
available with an IBM Cache Storage Control, used to
retain data during a power outage. Nonvolatile storage,
accessible from all storage directors, stores data during
DASD fast write and dual copy operations.

O
OAM. Object Access Method.

OAM-managed volumes. Optical or tape volumes
controlled by the object access method (OAM).

object. A named byte stream having no specific format
or record orientation.

object access method (OAM). An access method
that provides storage, retrieval, and storage hierarchy
management for objects and provides storage and
retrieval management for tape volumes contained in
system-managed libraries.

object backup storage group. A type of storage
group that contains optical or tape volumes used for
backup copies of objects. See also storage group.

object storage group. A type of storage group that
contains objects on DASD, tape, or optical volumes.
See also storage group.

object storage hierarchy. A hierarchy consisting of
objects stored in DB2 table spaces on DASD, on optical
or tape volumes that reside in a library, and on optical
or tape volumes that reside on a shelf. See also storage
hierarchy.

OCDS. Offline control data set.
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offline control data set (OCDS). In DFSMShsm, a
VSAM key-sequenced set that contains information
about tape backup volumes and tape migration level 2
volumes.

OLTP. Online transaction processing.

optical disk drive. The mechanism used to seek,
read, and write data on an optical disk. An optical disk
drive can be operator-accessible or library-resident.

optical library. A storage device that houses optical
drives and optical cartridges, and contains a mechanism
for moving optical disks between a cartridge storage
area and optical disk drives.

optical volume. Storage space on an optical disk,
identified by a volume label. See also volume.

OSAM. Overflow sequential access method.

z/OS. z/OS is a network computing-ready, integrated
operating system consisting of more than 50 base
elements and integrated optional features delivered as a
configured, tested system.

z/OS UNIX System Services (z/OS UNIX). The set of
functions provided by the SHELL and UTILITIES,
kernel, debugger, file system, C/C++ Run-Time Library,
Language Environment, and other elements of the z/OS
operating system that allow users to write and run
application programs that conform to UNIX standards.

P
pageable link pack area (PLPA). An area of virtual
storage containing SVC routines, access methods, and
other read-only system and user programs that can be
shared among users of the system. See also link pack
area.

partitioned data set (PDS). A data set on direct
access storage that is divided into partitions, called
members, each of which can contain a program, part of
a program, or data.

partitioned data set extended (PDSE). A
system-managed data set that contains an indexed
directory and members that are similar to the directory
and members of partitioned data sets. A PDSE can be
used instead of a partitioned data set.

PDS. See Partitioned data set.

PDSE. See Partitioned data set extended.

performance. (1) (1) A measurement of the amount of
work a product can produce with a given amount of
resources. (2) (2) In a system-managed storage
environment, a measurement of effective data
processing speed with respect to objectives set by the

storage administrator. Performance is largely
determined by throughput, response time, and system
availability.

permanent data set. A user-named data set that is
normally retained for longer than the duration of a job or
interactive session. Contrast with temporary data set.

physical storage. With respect to data, the actual
space on a storage device that is to contain data.

PLPA. Pageable link pack area.

pool storage group. A type of storage group that
contains system-managed DASD volumes. Pool storage
groups allow groups of volumes to be managed as a
single entity. See also storage group.

PPRC. Peer-to-peer remote copy.

primary data set. When referring to an entire data set
collection, the primary data set is the first data set
allocated. For individual data sets being stacked, the
primary data set is the one in the data set collection that
precedes the data set being stacked and is allocated
closest to it.

primary storage. A DASD volume available to users
for data allocation. The volumes in primary storage are
called primary volumes. See also storage hierarchy.
Contrast with migration level 1, migration level 2.

program management. The task of preparing
programs for execution, storing the programs, load
modules, or program objects in program libraries, and
executing them on the operating system.

program object. All or part of a computer program in
a form suitable for loading into virtual storage for
execution. Program objects are stored in PDSE program
libraries and have fewer restrictions than load modules.
Program objects are produced by the binder.

PSCB. Protected step control block.

PSF. PSF for z/OS

PSP. Program Services Period.

PTF. Program Temporary Fix.

Q
QSAM. Queued sequential access method.

R
RACF. See Resource Access Control Facility.

RBA. Relative byte address.

REA. RAMAC Electronic Array Storage.
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recovery. The process of rebuilding data after it has
been damaged or destroyed, often by using a backup
copy of the data or by reapplying transactions recorded
in a log.

Redundant Array of Independent Disks (RAID). A
disk subsystem architecture that combines two or more
physical disk storage devices into a single logical device
to achieve data redundancy.

relative byte address (RBA). In VSAM, the
displacement of a data record or a control interval from
the beginning of the data set to which it belongs
independent of the manner in which the data set is
stored.

relative-record data set (RRDS). A VSAM data set
whose records are loaded into fixed-length slots.

removable media library. The volumes that are
available for immediate use, and the shelves where they
could reside.

RESERVE. A method of serializing DADSM update
accesses to the VTOC. It is also a method of serializing
processor accesses to a shared DASD volume.

residence mode (RMODE). The attribute of a load
module or program object

Resource Access Control Facility (RACF). An IBM
licensed program that is included in z/OS Security
Server and is also available as a separate program for
the z/OS and VM environments. RACF provides access
control by identifying and verifying the users to the
system, authorizing access to protected resources,
logging detected unauthorized attempts to enter the
system, and logging detected accesses to protected
resources.

Resource Measurement Facility (RMF). An IBM
licensed program or optional element of z/OS, that
measures selected areas of system activity and
presents the data collected in the format of printed
reports, system management facilities (SMF) records, or
display reports. Use RMF to evaluate system
performance and identify reasons for performance
problems.

resource profile. A profile that provides RACF
protection for one or more resources. User, group, and
connect profiles are not resource profiles. The
information in a resource profile can include the data set
profile name, profile owner, universal access authority,
access list, and other data. Resource profiles can be
discrete profiles or generic profiles.

RETAIN®. REmote Technical Assistance and
Information Network.

RLD. Relocation dictionary.

RLD count. The number of RLD records in a load
module that follow the text block that the RLD count
references. See also RLD record.

RLD record. A record in a relocation dictionary that
contains information on relocatable address constants
for that program object or load module.

RLS. Record-level sharing. See VSAM record-level
sharing (VSAM RLS).

RMF™. See Resource Measurement Facility.

RMODE. Residence mode.

RRDS. Relative-record data set.

RSA. RAMAC Scalable Array Storage.

RSECT. Read-only control section.

RVA. RAMAC Virtual Array Storage.

S
SAA®. Systems Application Architecture.

SAF. System Authorization Facility.

SCDS. See Source control data set.

SDSP. Small data set packing.

server. (1) (1) A functional unit that provides shared
services to workstations over a network; for example, a
file server, a print server, a mail server. (2) (2) On a
network, the computer that contains the data or
provides the facilities to be accessed by other
computers in the network. (3) (3) A program that
handles protocol, queuing, routing, and other tasks
necessary for data transfer between devices in a
computer system.

service level (Storage Management Subsystem). A
set of logical characteristics of storage required by a
Storage Management Subsystem-managed data set (for
example, performance, security, availability).

service-level agreement. (1) (1) An agreement
between the storage administration group and a user
group defining what service-levels the former will
provide to ensure that users receive the space,
availability, performance, and security they need. (2) (2)
An agreement between the storage administration group
and operations defining what service-level operations
will provide to ensure that storage management jobs
required by the storage administration group are
completed.

sharing control data set. A VSAM linear data set that
contains information DFSMSdfp needs to ensure the
integrity of the data sharing environment.
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SHCDS. Sharing control data set.

shelf. A place for storing removable media, such as
tape and optical volumes, when they are not being
written to or read.

shelf location. (1) A single space on a shelf for
storage of removable media. (2) In DFSMSrmm, a shelf
location is defined in the removable media library by a
rack number, and in a storage location, it is defined by a
bin number. See also rack number, bin number.

small-data-set packing (SDSP). In DFSMShsm, the
process used to migrate data sets that contain equal to
or less than a specified amount of actual data. The data
sets are written as one or more records into a VSAM
data set on a migration level 1 volume.

SMF. See System management facility.

SMS. See Storage Management Subsystem or System
Managed Storage.

SMS complex. A collection of systems or system
groups that share a common configuration. All systems
in an SMS complex share a common active control data
set (ACDS) and a communications data set (COMMDS).
The systems or system groups that share the
configuration are defined to SMS in the SMS base
configuration.

SMS control data set. A VSAM linear data set
containing configurational, operational, or
communications information that guides the execution of
the Storage Management Subsystem. See also source
control data set, active control data set, communications
data set.

SNA. Systems Network Architecture.

source. That portion of the DDM architecture that is
necessary for a system to provide source support,
allowing a system providing this support to request
access to remote data on a remote (target) system. See
also client.

source control data set (SCDS). A VSAM linear data
set containing an SMS configuration. The SMS
configuration in an SCDS can be changed and validated
using ISMF. See also active control data set,
communications data set.

SPUFI. SQL Processing Using File Input.

SQL. Structured query language.

storage administration group. A centralized group
within the data processing center that is responsible for
managing the storage resources within an installation.

storage administrator. A person in the data
processing center who is responsible for defining,
implementing, and maintaining storage management
policies.

storage class. A collection of storage attributes that
identify performance goals and availability requirements,
defined by the storage administrator, used to select a
device that can meet those goals and requirements.

storage control. The component in a storage
subsystem that handles interaction between processor
channel and storage devices, runs channel commands,
and controls storage devices.

storage group. A collection of storage volumes and
attributes, defined by the storage administrator. The
collections can be a group of DASD volumes or tape
volumes, or a group of DASD, optical, or tape volumes
treated as a single object storage hierarchy. See also
VIO storage group, pool storage group, tape storage
group, object storage group, object backup storage
group, dummy storage group.

storage hierarchy. An arrangement of storage devices
with different speeds and capacities. The levels of the
storage hierarchy include main storage (memory, DASD
cache), primary storage (DASD containing
uncompressed data), migration level 1 (DASD
containing data in a space-saving format), and migration
level 2 (tape cartridges containing data in a
space-saving format). See also primary storage,
migration level 1, migration level 2, object storage
hierarchy.

storage location. A location physically separate from
the removable media library where volumes are stored
for disaster recovery, backup, and vital records
management.

storage management. The activities of data set
allocation, placement, monitoring, migration, backup,
recall, recovery, and deletion. These can be done either
manually or by using automated processes. The
Storage Management Subsystem automates these
processes for you, while optimizing storage resources.
See also Storage Management Subsystem.

Storage Management Subsystem (SMS). A DFSMS
facility used to automate and centralize the
management of storage. Using SMS, a storage
administrator describes data allocation characteristics,
performance and availability goals, backup and
retention requirements, and storage requirements to the
system through data class, storage class, management
class, storage group, and ACS routine definitions.

storage subsystem. A storage control and its
attached storage devices. See also tape subsystem.

stripe. In DFSMS, the portion of a striped data set,
such as an extended format data set, that resides on
one volume. The records in that portion are not always
logically consecutive. The system distributes records
among the stripes such that the volumes can be read
from or written to simultaneously to gain better
performance. Whether it is striped is not apparent to the
application program.
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striped data set. In DFSMS, an extended-format data
set consisting of two or more stripes. SMS determines
the number of stripes to use based on the value of the
SUSTAINED DATA RATE in the storage class. Striped
data sets can take advantage of the sequential data
striping access technique. Seestripe, striping.

striping. A software implementation of a disk array
that distributes a data set across multiple volumes to
improve performance.

system data. The data sets required by z/OS or its
subsystems for initialization and control.

system group. All systems that are part of the same
Parallel Sysplex and are running the Storage
Management Subsystem with the same configuration,
minus any systems in the Parallel Sysplex that are
explicitly defined in the SMS configuration.

system-managed buffering for VSAM. A facility
available for system-managed extended-format VSAM
data sets in which DFSMSdfp determines the type of
buffer management technique along with the number of
buffers to use, based on data set and application
specifications.

system-managed data set. A data set that has been
assigned a storage class.

system-managed storage. Storage managed by the
Storage Management Subsystem. SMS attempts to
deliver required services for availability, performance,
and space to applications. See also system-managed
storage environment.

system-managed tape library. A collection of tape
volumes and tape devices, defined in the tape
configuration database. A system-managed tape library
can be automated or manual. See also tape library.

system-managed volume. A DASD, optical, or tape
volume that belongs to a storage group. Contrast with
DFSMShsm-managed volume, DFSMSrmm-managed
volume.

system management facilities (SMF). A component
of z/OS that collects input/output (I/O) statistics,
provided at the data set and storage class levels, which
helps you monitor the performance of the direct access
storage subsystem.

system programmer. A programmer who plans,
generates, maintains, extends, and controls the use of
an operating system and applications with the aim of
improving overall productivity of an installation.

T
TB. Terabyte.

tera (T). The information-industry meaning depends
upon the context:

1. T = 1 099 511 627 776(2⁴⁰) for real and virtual
storage

2. T = 1 000 000 000 000 for disk storage capacity
(e.g. 4 TB of DASD storage)

3. T = 1 000 000 000 000 for transmission rates

tape configuration database. One or more volume
catalogs used to maintain records of system-managed
tape libraries and tape volumes.

tape librarian. The person who manages the tape
library. This person is a specialized storage
administrator.

tape library. A set of equipment and facilities that
support an installation’s tape environment. This can
include tape storage racks, a set of tape drives, and a
set of related tape volumes mounted on those drives.
See also system-managed tape library, automated tape
library data server.

Tape Library Dataserver. A hardware device that
maintains the tape inventory that is associated with a
set of tape drives. An automated tape library dataserver
also manages the mounting, removal, and storage of
tapes.

tape mount management. The methodology used to
optimize tape subsystem operation and use, consisting
of hardware and software facilities used to manage tape
data efficiently.

tape storage group. A type of storage group that
contains system-managed private tape volumes. The
tape storage group definition specifies the
system-managed tape libraries that can contain tape
volumes. See also storage group.

tape subsystem. A magnetic tape subsystem
consisting of a controller and devices, which allows for
the storage of user data on tape cartridges. Examples
of tape subsystems include the IBM 3490 and 3490E
Magnetic Tape Subsystems.

tape volume. A tape volume is the recording space on
a single tape cartridge or reel. See also volume.

target. That portion of the DDM architecture that is
necessary for a system to provide target support,
allowing a system providing this support to receive and
process requests from a remote (source) system. See
also server.

TCP/IP. Transmission Control Protocol/Internet
Protocol.

temporary data set. An uncataloged data set whose
name begins with & or &&, that is normally used only
for the duration of a job or interactive session. Contrast
with permanent data set.

threshold. A storage group attribute that controls the
space usage on DASD volumes, as a percentage of
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occupied tracks versus total tracks. The low migration
threshold is used during primary space management
and interval migration to determine when to stop
processing data. The high allocation threshold is used
to determine candidate volumes for new data set
allocations. Volumes with occupancy lower than the high
threshold are selected over volumes that meet or
exceed the high threshold value.

TMM. See tape mount management.

TMP. Terminal Monitor Program.

TP. Transaction program.

Transmission Control Protocol/Internet Protocol
(TCP/IP). A suite of protocols designed to allow
communication between networks regardless of the
technologies implemented in each network.

TSO. Time Sharing Option.

U
UCB. See Unit control block.

UIM. Unit information module.

unit affinity. Requests that the system allocate
different data sets residing on different removable
volumes to the same device during execution of the
step to reduce the total number of tape drives required
to execute the step. Explicit unit affinity is specified by
coding the UNIT=AFF JCL keyword on a DD statement.
Implicit unit affinity exists when a DD statement
requests more volumes than devices.

unit control block (UCB). A control block in storage
that describes the characteristics of a particular I/O
device on the operating system.

user group. A group of users in an installation who
represent a single department or function within the
organization.

V
validate. To check the completeness and consistency
of an individual ACS routine or an entire SMS
configuration.

VIO. Virtual I/O.

virtual input/output (VIO) storage group. A type of
storage group that allocates data sets to paging
storage, which simulates a DASD volume. VIO storage
groups do not contain any actual DASD volumes. See
also storage group.

vital records. A data set or volume maintained for
meeting an externally-imposed retention requirement,
such as a legal requirement. Compare with disaster
recovery.

vital record specification. Policies defined to manage
the retention and movement of data sets and volumes
for disaster recovery and vital records purposes.

volume. The storage space on DASD, tape, or optical
devices, which is identified by a volume label. See also
DASD volume, optical volume, tape volume.

volume mount analyzer. A program that helps you
analyze your current tape environment. With tape mount
management, you can identify data sets that can be
redirected to the DASD buffer for management using
SMS facilities.

volume status. In the Storage Management
Subsystem, indicates whether the volume is fully
available for system management:

v “Initial” indicates that the volume is not ready for
system management because it contains data sets
that are ineligible for system management.

v “Converted” indicates that all of the data sets on a
volume have an associated storage class and are
cataloged in an integrated catalog facility catalog.

v “Non-system-managed” indicates that the volume
does not contain any system-managed data sets and
has not been initialized as system-managed.

VRS. Vital record specification.

VRRDS. Variable-length relative-record data set.

VSAM. Virtual storage access method.

VSAM record-level sharing (VSAM RLS). An
extension to VSAM that provides direct record-level
sharing of VSAM data sets from multiple address
spaces across multiple systems. Record-level sharing
uses the z/OS Coupling Facility to provide cross-system
locking, local buffer invalidation, and cross-system data
caching.

VSAM sphere. The base cluster of a VSAM data set
and its associated alternate indexes.

VSAM volume data set (VVDS). A data set that
describes the characteristics of VSAM and
system-managed data sets residing on a given DASD
volume; part of an integrated catalog facility catalog.
See also basic catalog structure, integrated catalog
facility catalog.

VTOC. Volume table of contents.

VTS. Virtual tape server.

VVDS. See VSAM volume data set.

128 z/OS V1R3.0 DFSMS Introduction



W
WTO. Write-to-operator.

X
XRC. Extended remote copy.
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32-name support 28

A
ABACKUP 85

command 85
file stacking 87
performance 87

ABARS (aggregate backup and recovery support) 13,
77

ABARS(aggregate backup and recovery support) 26
access method

BPAM 35
BSAM 34
OAM 33
QSAM 34
types 33
VSAM 33

access method services
DCOLLECT command 45
description 38
tasks for catalogs 40

accessibility 109
accessibility attribute, storage class 20, 53
ACDS (active control data set) 27
ACS (automatic class selection) routine

batch 24
converting to SMS-managed data 29
defining 8, 24, 30
DFSMSdss to move or copy data 66
DFSMShsm, with 3
example 25
in multisystem environments 28
pre-ACS interface 8, 24
tape mount management 8, 24, 25, 75, 99
type 17
VSAM RLS, with 47

active data 76
adding DASD 85
aggregate group

ABACKUP command 85
backup 18, 85
definition 26
description 85
illustration of 86
managing 26
recovery 13, 18, 87

alias definition 41
alter without recall 26
alternate

tape, replacement 94
analysis information using DFSMS Optimizer

Feature 5
APF (authorized program facility) 48
application

interface for DFSMSdss 72

application (continued)
migration 26, 43
program user interaction module (UIM) 72

ARECOVER 87
and generation data groups 87
of generation data sets 87

attribute
data class 18
management class 21
storage class 20
storage group 23

automated tape library 98, 103
automatic

data set attributes 17
device definition 51
DFSMSdss full volume dump 88
incremental backup 89
interval migration 80
job restarting 38
load module conversion 38
primary space management 78
profile checking, RACF 48
program object conversion 38
recall 80
remote copy 43
secondary space management 80
system storage control 17
tape volume allocation 25

automatic class selection (ACS) routine
batch 24
converting to SMS-managed data 29
defining 8, 24, 30
DFSMSdss to move or copy data 66
DFSMShsm, with 3
example 25
functions of 3
in multisystem environments 28
pre-ACS interface 8, 24
tape mount management 8, 25, 75, 99
type 17
VSAM RLS, with 47

availability
management 85
operations by command 93

B
backup 69

aggregate group 18, 26, 85
attributes 26
automatic incremental 89
catalog 41
changed data sets 89
concurrent copy 44, 53
data set 68

DFSMShsm-managed 89
deleting expired versions 93
disaster 94
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backup (continued)
incremental 89
inline 90
multiple object backup support 27
number of backup copies of an object 27, 56
open data sets 45
recovery 89
sequential data striping 68
time of day 89
using

ISMF 30, 44
management class 22
storage class 21

verifying accuracy 38
volume 89

block count checking 55
blocking of data, optimum 83
BPAM (basic partitioned access method) 35
BSAM (basic sequential access method) 34
buffering, system-managed 37

C
cache device 53
cache structure 46
callable services, DFSMSdfp 44
captured UCBs 52
catalog

alias 41
backup and recovery 41
CVOL 39
data space cache 40
description 39
integrated catalog facility (ICF) 40
multilevel alias facility 41
selection 41
sharing 42
volume 40
VSAM 39

Catalog Search Interface 2
CCSID (Coded Character Set Identifier) 39
CDRA (Character Data Representation Architecture)

z/OS 39
CDS (control data set) 76
CFRM (coupling facility resource manager) policy 28,

47
changed backup data set 89
changing

DASD 85
storage class or management class of migrated

data 26
channel

EXCP (Executive Channel Program) 43
path load balancing 102
reducing use 36
support 52

Character Data Representation Architecture
(CDRA)/z/OS 39

Checkpoint/restart
definition of checkpoint 37
description 37

Checkpoint/restart (continued)
using RACF 48

CICS
VSAM File Control data sets 44
VSAM record-level sharing (RLS) 46

client
ADSM OpenEdition 35
definition 59
platforms

Distributed FileManager/MVS 59
Coded Character Set Identifier (CCSID) 39

command
ALTER 26

command
ABACKUP 85
access method services 41, 53
ACTIVATE 55
ARECOVER 87
availability operations 93
BINDDATA 53
caching and paging 53
controlling run-time options 73
DASD console 52
data set backup 95
DCOLLECT 45
Device Console Services 52, 55
DEVSERV 52, 55
DISPLAY 52, 55
DUMP, DFSMSdss 38
duplication of DFSMShsm tapes 93
EJECT 55
encrypting data 48
ISMF ACTIVATE 52
LIBRARY EJECT 55
LISTDATA 53
MOUNT 55
move and convert 71
MVS DISPLAY 57
MVS VARY 57
protecting commands and keywords 74
remote access to z/OS data sets

using Distributed FileManager/MVS 61
REPRO 48
restore and recover 91
RESTORE, DFSMSdss 38
SET SMS 52
SETCACHE 53
SETOAM 30
SETSMS 52
space management 84
Storage Management Subsystem 52
tape copy operations 93
TAPECOPY 98
TSO 106
VARY 52, 55, 57
VARY SMS 28
volume backup 94

common recall queue 92
compaction, data 82
compatibility mode 51
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compression
partitioned data set 67, 83
sequential data set 36
tailored 36
VSAM KSDS 36

concurrent copy
DFSMSdss functions 65, 68
support 53
using cache 53
volume dump 88

configuration
changing definitions dynamically 51
defining for VSAM RLS 46
HCD (Hardware Configuration Definition) 51
multi-language 39
SMS 46

commands 52
defining for VSAM RLS 28
maintaining 27
sharing multisystem environment 28
using ISMF to manage 52

continuous
applications 69
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